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Abstract. A standard method for solving the symmetric definite generalized eigenvalue problem \( Ax = \lambda Bx \), where \( A \) is symmetric and \( B \) is symmetric positive definite, is to compute a Cholesky factorization \( B = LL^T \) (optionally with complete pivoting) and solve the equivalent standard symmetric eigenvalue problem \( Cy = \lambda y \), where \( C = L^{-1}AL^{-T} \). Provided that a stable eigensolver is used, standard error analysis says that the computed eigenvalues are exact for \( A + \Delta A \) and \( B + \Delta B \) with \( \max(\|\Delta A\|_2/\|A\|_2, \|\Delta B\|_2/\|B\|_2) \) bounded by a multiple of \( \kappa_2(B)u \), where \( u \) is the unit round-off. We take the Jacobi method as the eigensolver and give a detailed error analysis that yields backward error bounds potentially much smaller than \( \kappa_2(B)u \). To show the practical utility of our bounds we describe a vibration problem from structural engineering in which \( B \) is ill conditioned yet the error bounds are small. We show how, in cases of instability, iterative refinement based on Newton’s method can be used to produce eigenpairs with small backward errors. Our analysis and experiments also give insight into the popular Cholesky–QR method, in which the QR method is used as the eigensolver. We argue that it is desirable to augment current implementations of this method with pivoting in the Cholesky factorization.
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1. Introduction. The symmetric definite generalized eigenvalue problem

\[
Ax = \lambda Bx,
\]

where \( A, B \in \mathbb{R}^{n \times n} \) are symmetric and \( B \) is positive definite, arises in many applications in science and engineering [4, chapter 9], [16]. An important open problem is to derive a method of solution that takes advantage of the structure and is efficient and backward stable. Such a method should, for example, require half the storage of a method for the generalized nonsymmetric problem and produce real computed eigenvalues.

The QZ algorithm [18] can be used to solve (1.1). It computes orthogonal matrices \( Q \) and \( Z \) such that \( QTAZ \) is upper quasi-triangular and \( QTBZ \) is upper triangular. This method is numerically stable but it does not exploit the special structure of the problem and so does not necessarily produce real eigenpairs in floating point arithmetic.
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A method that potentially has the desired properties has recently been proposed by Chandrasekaran [3], but the worst-case computational cost of this algorithm is not clear.

A standard method, apparently first suggested by Wilkinson [25, pp. 337–340], begins by computing the Cholesky factorization, optionally with complete pivoting [12, section 4.2.9], [14, section 10.3],

$$\Pi^T B \Pi = L D^2 L^T,$$

where $\Pi$ is a permutation matrix, $L$ is unit lower triangular, and $D^2 = \text{diag}(d_i^2)$ is diagonal. The problem (1.1) is then reduced to the form

$$Cy \equiv D^{-1} L^{-1} \Pi^T A \Pi L^{-T} D^{-1} y = \lambda y, \quad y = D L^T \Pi^T x.$$ 

Any method for solving the symmetric eigenvalue problem can now be applied to $C$ [6], [19]. In LAPACK’s \texttt{xSYGV} driver, (1.1) is solved by applying the QR algorithm to (1.3). MATLAB 6’s \texttt{eig} function does likewise when it is given a symmetric definite generalized eigenproblem. As is well known, when $B$ is ill conditioned numerical stability can be lost in the Cholesky-based method. However, it is also known that methods based on factorizing $B$ and converting to a standard eigenvalue problem have some attractive features. In reference to the method that uses a spectral decomposition of $B$, Wilkinson [25, p. 344] states that

In the ill-conditioned case the method of §68 has certain advantages in that “all the condition of $B$” is concentrated in the small elements of $D$. The matrix $P$ of (68.5) [our $C$ in (1.3)] has a certain number of rows and columns with large elements (corresponding to small $d_{ii}$) and eigenvalues of $(A - \lambda B)$ of normal size are more likely to be preserved.

In this work we aim to give new insight into the numerical behavior of the Cholesky method.

First, we make a simple but important observation about numerical stability. Assume that the Cholesky factorization is computed exactly and set $\Pi = I$ without loss of generality. We compute $\hat{C} = C + \Delta C_1$ where, at best, $\Delta C_1$ satisfies a bound of the form

$$|\Delta C_1| \leq c_n u |D^{-1}||L^{-1}||A||L^{-T}||D^{-1}|,$$

where $c_n$ is a constant and $u$ is the unit roundoff (see section 3 for the floating point arithmetic model). Here, $|A| = (|a_{ij}|)$. Solution of the eigenproblem for $\hat{C}$ can be assumed to yield the exact eigensystem of $\hat{C} + \Delta C_2$ for some $\Delta C_2$. Therefore the computed eigensystem is the exact eigensystem of

$$C + \Delta C_1 + \Delta C_2 = D^{-1} L^{-1} (A + \Delta A) L^{-T} D^{-1}, \quad \Delta A = L D (\Delta C_1 + \Delta C_2) D L^T,$$

and

$$|\Delta A| \leq |L||D|(c_n u |D^{-1}||L^{-1}||A||L^{-T}||D^{-1}| + |\Delta C_2||D||L^T| \leq c_n u |L||L^{-1}||A||L^{-T}||L^T| + |L||D||\Delta C_2||D||L^T|. \quad (1.4)$$

If we are using complete pivoting in the Cholesky factorization then $|l_{ij}| \leq 1$ for $i > j$ and

$$d_1^2 \geq \cdots \geq d_n^2 > 0. \quad (1.5)$$
Hence [14, Theorem 8.13]

\( \kappa_p(L) = \|L\|_p \|L^{-1}\|_p \leq n2^{n-1}, \quad p = 1, 2, \infty \) 

(1.6)

(with approximate equality achieved for \( L^T \) the Kahan matrix [14, p. 161]), and so the first term in (1.4) is bounded independently of \( \kappa(B) \). The second term will have the same property provided that \( \Delta C \) satisfies a bound of the form

\[ |\Delta C_2| \leq |D^{-1}|f(|A|, |L^{-1}|, u)|D^{-1}|, \]

where \( f \) is a matrix depending on \( |A|, |L^{-1}|, \) and \( u \), but not \( |D^{-1}| \).

If nothing more is known about \( \Delta C_2 \) than that \( \|\Delta C_2\| \leq c_n u \|C\| \) (corresponding to using a normwise backward stable eigensolver for \( C \)), then the best bound we can obtain in terms of the original data is of the form

\[ \|\Delta A\| \leq g(n)u\kappa(B)\|A\|. \] (1.7)

However, this analysis shows that there is hope for obtaining a bound without the factor \( \kappa(B) \) if the eigensolver for \( C \) respects the scaling of \( C \) when \( D \) is ill conditioned. The QL variant of the QR algorithm has this property in many instances, since when \( D \) is ill conditioned the inequalities (1.5) imply that \( C \) is graded upward (that is, its elements generally increase from top left to bottom right) and the backward error matrix for the QL algorithm\(^1\) then tends to be graded in the same way [19, chapter 8], [21, p. 337]. However, this is a heuristic and we know of no precise results.

In this work we show that if, instead of the QL and QR algorithms, the Jacobi method is applied to \( C \), then we can derive rigorous backward error bounds that can be significantly smaller than bounds involving a factor \( \kappa(B) \) when \( B \) is ill conditioned. We also give experimental evidence of the benefits of pivoting in the Cholesky–QR method.

Wilkinson [26] expressed the view that for most of the standard problems in numerical linear algebra iterative refinement is a valuable tool for which it is worth developing software. We investigate iterative refinement as a means for improving the backward errors of eigenpairs computed by the Cholesky–QR and Cholesky–Jacobi methods.

The organization of the paper is as follows. In section 2 we describe the Cholesky–Jacobi method and in section 3 we give a detailed rounding error analysis, making use of a diagonal scaling idea of Anjos, Hammarling, and Paige [2]. In section 4 we show how fixed precision iterative refinement can be used to improve the stability of selected eigenpairs. Section 5 contains a variety of numerical examples. In particular, we describe a vibration problem from structural engineering where \( B \) is ill conditioned yet our backward error bounds for the Cholesky–Jacobi method are found to be of order \( u \), and we give examples where ill condition of \( B \) does cause instability of the method but iterative refinement cures the instability. Conclusions are given in section 6.

In our analysis \( \|\cdot\| \) denotes any vector norm and the corresponding subordinate matrix norm, while \( \|\cdot\|_2 \) and \( \|\cdot\|_F \) denote the 2-norm and the Frobenius norm, respectively.

\(^1\)For the original QR algorithm, we need \( C \) to be graded downward. However, the distinction is unimportant for our purposes since LAPACK’s routines for the QR algorithm [1] include a strategy for switching between the QL and QR variants and thus automatically take advantage of either form of grading.
2. Method outline. The Cholesky–Jacobi method computes the Cholesky factorization with complete pivoting (1.2), forms

\[ H_0 = D^{-1}L^{-1}P^TAPL^{-T}D^{-1} \]

in (1.3), and then applies Jacobi’s method for the symmetric eigenproblem to \( H_0 \).

Peters and Wilkinson [20] note that a variant of this method in which the Cholesky factorization of \( B \) is replaced by a spectral decomposition, computed also by the Jacobi method, was used by G. H. Golub on the Illiac at the University of Illinois in the 1950s.

Jacobi’s method constructs a sequence of similar matrices starting with \( H_0 \). An orthogonal transformation is applied at each step,

\[ H_{k+1} = Q_k^T H_k Q_k \]

in such a way that \( H_k \) tends to diagonal form \( \Lambda = \text{diag}(\lambda_i) \) as \( k \to \infty \). Denoting by \( Q = Q_0 Q_1 \ldots \) the product of the orthogonal transformations that diagonalizes \( H_0 \) and writing \( X = P^T D^{-1/2} Q \), we have, overall,

\[ X^T A X = \Lambda, \quad X^T B X = I. \]

(2.2)

Thus \( X \) simultaneously diagonalizes \( A \) and \( B \) and is also easily seen to be a matrix of eigenvectors.

Now we describe the method in more detail. At the \( k \)th stage let \( Q_k \) be a Jacobi rotation in the \( (i,j) \) plane \( (i \leq j) \) such that \( Q_k^T H_k Q_k \) has zeros in positions \( (i,j) \) and \( (j,i) \). Using MATLAB notation,

\[ Q_k([i,j],[i,j]) = \begin{bmatrix} c & -s \\ s & c \end{bmatrix}, \]

(2.3)

where \( c = \cos \theta \) and \( s = \sin \theta \) are obtained from [12, section 8.4.2] (with sign(0) = 1)

\[ \tau = \frac{h_{jj} - h_{ii}}{2h_{ij}}, \]

(2.4)

\[ t = \frac{\text{sign}(\tau)}{|\tau| + \sqrt{1 + \tau^2}}, \]

(2.5)

\[ c = \frac{1}{\sqrt{1 + t^2}}, \quad s = tc. \]

(2.6)

The corresponding rotation angle \( \theta \) satisfies \( |\theta| \leq \pi/4 \); choosing a small rotation angle is essential for the convergence theory [19, chapter 9]. We choose the index pairs \( (i,j) \) from a row cyclic ordering, in which a complete sweep has the form

\[ (i,j) = (1,2), \ldots, (1,n), (2,3), \ldots, (2,n), \ldots, (n-1,n). \]

(2.7)

For this ordering and the choice of angle above, the Jacobi method converges quadratically [12, section 8.4.4], [19, section 9.4].

When forming \( H_{k+1} = Q_k^T H_k Q_k = (\bar{h}_{ij}) \) we explicitly set \( \bar{h}_{ij} = 0 \) and compute the new diagonal elements from [19, equation (9.9)]

\[ \bar{h}_{ii} = h_{ii} - h_{ij}t, \]

(2.8)

\[ \bar{h}_{jj} = h_{jj} + h_{ij}t, \]

(2.9)
where $t$ is given in (2.5). The complete algorithm is summarized as follows.

**Algorithm 2.1 (Cholesky–Jacobi method).** Given $A, B \in \mathbb{R}^{n \times n}$ with $A$ symmetric and $B$ symmetric positive definite, this algorithm calculates the eigenvalues $\lambda_i$ and corresponding eigenvectors $x_i$ of the pair $(A, B)$.

1. Compute the Cholesky factorization with complete pivoting $\Pi^T B \Pi = LD^2 L^T$.
2. Form $H = D^{-1} L^{-1} \Pi^T A \Pi L^{-T} D^{-1}$ by solving triangular systems.
3. Denote $\text{chol}(A, B)$.
4. % Jacobi's method
   done = true
   while done_rot = true
      done_rot = false
      for $i = 1 : n$
         for $j = i + 1 : n$
            if $|h_{ij}| > u \sqrt{|h_{ii} h_{jj}|}$
               done_rot = true
               Form $Q_{ij} \equiv Q_k([i, j], [i, j])$ using (2.3)–(2.6).
               ind = $[1 : i - 1, i + 1 : j - 1, j + 1 : n]$
               $H([i, j], \text{ind}) = Q_{ij}^T H([i, j], \text{ind})$
               $H(\text{ind}, [i, j]) = H(\text{ind}, [i, j]) Q_{ij}$
               $H([i, j], [i, j]) = \begin{bmatrix} \tilde{h}_{ii} & 0 \\ 0 & \tilde{h}_{jj} \end{bmatrix}$ using (2.8), (2.9)
               $X(:, [i, j]) = X(:, [i, j]) Q_{ij}$
            end
         end
      end
     end
     if done_rot = true
      done = false
     end
   end
   $\lambda_i = h_{ii}$, $x_i = X(:, i)$, $i = 1 : n$

   The test (*) for whether to apply a rotation is adapted from the one used for Jacobi’s method for a symmetric positive definite matrix [7]—we have added absolute values inside the square root since $h_{ii}$ and $h_{jj}$ can be negative. This test is too stringent in general and can cause the algorithm not to converge, but we have found it generally works well, and so we used it in our experiments in order to achieve the best possible numerical behavior.

3. **Error analysis.** Now we give an error analysis for Algorithm 2.1, with the aim of obtaining an error bound better than (1.7). We use the standard model for floating point arithmetic

   $fl(x \text{ op } y) = (x \text{ op } y)(1 + \delta_1) = \frac{x \text{ op } y}{1 + \delta_2}, \quad |\delta_1|, |\delta_2| \leq u, \quad \text{ op } = +, -, *, /,$

   $fl(\sqrt{x}) = \sqrt{x}(1 + \delta), \quad |\delta| \leq u,$

where $u$ is the unit roundoff. We will make use of the following lemma [14].

**Lemma 3.1.** If $|\delta_i| \leq u$ and $\rho_i = \pm 1$ for $i = 1 : n$, and $nu < 1$, then

$$\prod_{i=1}^{n}(1 + \delta_i)^{\rho_i} = 1 + \theta_n, \quad \text{where } |\theta_n| \leq \frac{nu}{1 - nu} =: \gamma_n.$$  

We define

$$\tilde{\gamma}_k = \frac{p_k u}{1 - p_k u},$$
where $p$ denotes a small integer constant whose exact value is unimportant. We will also write $\hat{\theta}_k$ to denote a quantity satisfying $|\hat{\theta}_k| \leq \tilde{\gamma}_k$. Computed quantities are denoted with a hat.

We consider first the second part of Algorithm 2.1, beginning with the construction of the Jacobi rotation.

**Lemma 3.2.** Let a Jacobi rotation $Q_k$ be constructed using (2.4)–(2.6) so that $Q_k^T H_k Q_k$ has zeros in the $(i, j)$ and $(j, i)$ positions. The computed $\hat{c}$, $\hat{s}$, and $\hat{t}$ satisfy

$\hat{c} = c(1 + \hat{\theta}_1), \quad \hat{s} = s(1 + \hat{\theta}_1), \quad \hat{t} = t(1 + \hat{\theta}_1'),$

where $c$, $s$, and $t$ are the exact values for $H_k$.

**Proof.** The proof is straightforward. $\square$

In most of the rest of our analysis we will assume that the computed $\hat{c}$, $\hat{s}$, and $\hat{t}$ are exact. It is easily checked that, in view of Lemma 3.2, this simplification does not affect the bounds.

**Lemma 3.3.** If one step of Jacobi’s method is performed in the $(i, j)$ plane on the matrix $H_m$ then the computed $\hat{H}_{m+1}$ satisfies

$\hat{H}_{m+1} = Q_m^T (H_m + \Delta H_m) Q_m,$

where the elements of $\Delta H_m$ are bounded componentwise by

$|\Delta h_{ik}| \leq \tilde{\gamma}_1 (|h_{ik}| + 2|sc||h_{jk}|),
|\Delta h_{jk}| \leq \tilde{\gamma}_1 (|h_{jk}| + 2|sc||h_{ik}|)$

$k \neq i, j,$

and

$|\Delta h_{ii}| \leq \tilde{\gamma}_1 (c^2|h_{ii}| + |s/c|h_{ij} + s^2|h_{jj}|),
|\Delta h_{ij}|, |\Delta h_{ji}| \leq \tilde{\gamma}_1 (|sc||h_{ii}| + 2s^2|h_{ij}| + |sc||h_{jj}|),
|\Delta h_{jj}| \leq \tilde{\gamma}_1 (s^2|h_{ii}| + |s/c|h_{ij} + c^2|h_{jj}|).$

**Proof.** For the duration of the proof let $Q_m := Q_m([i, j], [i, j])$. Writing $H_m = (h_{ij})$ and $\hat{H}_{m+1} = (\hat{h}_{ij})$ and using a standard result for matrix–vector multiplication [14, section 3.5], we have, for $k \neq i, j$,

$\begin{bmatrix} \hat{h}_{ik} \\ \hat{h}_{jk} \end{bmatrix} = f l \left( Q_m^T \begin{bmatrix} h_{ik} \\ h_{jk} \end{bmatrix} \right),
= (Q_m + \Delta Q_m)^T \begin{bmatrix} h_{ik} \\ h_{jk} \end{bmatrix},
|\Delta Q_m| \leq \tilde{\gamma}_1 |Q_m|,$

$= Q_m^T \left( \begin{bmatrix} h_{ik} \\ h_{jk} \end{bmatrix} + \begin{bmatrix} \Delta h_{ik} \\ \Delta h_{jk} \end{bmatrix} \right).$

Then

$\begin{bmatrix} |\Delta h_{ik}| \\ |\Delta h_{jk}| \end{bmatrix} \leq |Q_m| |\Delta Q_m|^T \begin{bmatrix} |h_{ik}| \\ |h_{jk}| \end{bmatrix},
\leq \tilde{\gamma}_1 |Q_m| |Q_m|^T \begin{bmatrix} |h_{ik}| \\ |h_{jk}| \end{bmatrix},
= \tilde{\gamma}_1 \begin{bmatrix} 1 \\ 2|sc| \\ 1 \end{bmatrix} \begin{bmatrix} |h_{ik}| \\ |h_{jk}| \end{bmatrix},$
which gives the first two bounds. We calculate the elements at the intersection of rows and columns \( i \) and \( j \) using

\[
\hat{h}_{ii} = f(t(h_{ii} - h_{ij}t) = (1 + \bar{\theta}_i)h_{ii} - (1 + \bar{\theta}_j)h_{ij}t,
\]

\[
\hat{h}_{jj} = f(t(h_{jj} + h_{ij}t) = (1 + \bar{\theta}_j)h_{jj} + (1 + \bar{\theta}_i)h_{ij}t,
\]

and by setting \( \hat{h}_{ij} \) and \( \hat{h}_{ji} \) to zero. The backward perturbations \( \Delta h_{ii} \), \( \Delta h_{ij} \), and \( \Delta h_{jj} \) satisfy

\[
Q_m^T \left[ \begin{array}{cc} h_{ii} & h_{ij} \\ h_{ij} & h_{jj} \end{array} \right] + \left[ \begin{array}{cc} \Delta h_{ii} & \Delta h_{ij} \\ \Delta h_{ij} & \Delta h_{jj} \end{array} \right] Q_m = \left[ \begin{array}{cc} h_{ii} & 0 \\ 0 & \hat{h}_{jj} \end{array} \right],
\]

which can be expressed as

\[
\left[ \begin{array}{cc} \Delta h_{ii} & \Delta h_{ij} \\ \Delta h_{ij} & \Delta h_{jj} \end{array} \right] = Q_m^T \left[ \begin{array}{cc} h_{ii} & 0 \\ 0 & \hat{h}_{jj} \end{array} \right] Q_m - \left[ \begin{array}{cc} h_{ii} & h_{ij} \\ h_{ij} & h_{jj} \end{array} \right],
\]

Substituting in for \( \hat{h}_{ii} \) and \( \hat{h}_{jj} \) and taking absolute values we obtain the second group of inequalities. (Note that \( \Delta h_{ij} = \Delta h_{ji} = 0 \) if \( c \) and \( s \) are exact, so by bounding \( \Delta h_{ij} \) and \( \Delta h_{ji} \) in this way we are allowing for inexact \( c \) and \( s \).) \( \square \)

In the next lemma we show that in the first rotation of Jacobi’s method in Algorithm 2.1 a factor \( D^{-1} \) can be scaled out of the backward error, leaving a term that we can bound. We make use of the identity

\[
sc = \frac{h_{ij}}{\sqrt{4h_{ij}^2 + (h_{ii} - h_{jj})^2}},
\]

which comes from manipulating the equations defining a Jacobi rotation and solving for \( sc = \frac{1}{2} \sin 2\theta \) in terms of \( \tan 2\theta \). In this result, \( \omega_0 \equiv L^{-1} \Pi T \Pi L^{-T} \) in (2.1).

**Lemma 3.4.** Given a symmetric \( A_0 \) and a positive diagonal matrix \( D_0 = \text{diag}(d^2) \), suppose we perform one step of Jacobi’s method in the \( (i, j) \) plane on \( H_0 = D_0^{-1} A_0 D_0^{-1} \), obtaining \( H_1 = Q_0^T H_0 Q_0 \). Then

\[
\tilde{H}_1 = f(t(Q_0^T H_0 Q_0) = Q_0^T D_0^{-1} (A_0 + \Delta A_0) D_0^{-1} Q_0,
\]

where

\[
\|\Delta A_0\|_2 \leq \tilde{\gamma}_n (1 + 2\omega_0)\|A_0\|_2,
\]

with

\[
\omega_0 = |sc| \max(\rho, 1/\rho), \quad \rho = d_i/d_j.
\]

**Proof.** We start by forming the matrix \( H_0 = (h_{ij}) \). Since we are given the squared diagonal elements \( d^2_i \) we have

\[
\hat{h}_{ij} = f(t \left( a_{ij} / \sqrt{d^2_i d^2_j} \right) = \left( 1 + \theta_3 \right) a_{ij} / (d_i d_j) = (1 + \theta_3) h_{ij} =: \tilde{a}_{ij} / (d_i d_j).
\]
Thus these initial errors can be thrown onto $A_0$: $\tilde{H}_0 = D_0^{-1}(A_0 + \Delta_1)D_0^{-1}$, where $|\Delta_1| \leq \gamma_3|A_0|$. The errors in applying one step of Jacobi’s method to $\tilde{H}_0$ can be expressed as a backward perturbation $\Delta H_0$ to $\tilde{H}_0$ using Lemma 3.3. The corresponding perturbation of $\tilde{A}_0 = A_0 + \Delta_1$ is $\Delta_2 = D_0 \Delta H_0 D_0$, so we simply scale the componentwise perturbation bounds of Lemma 3.3. We find

$$
|(\Delta_2)_{ik}| \leq \tilde{\gamma}_1 (|\tilde{\alpha}_{ik}| + 2|sc||\tilde{\alpha}_{jk}|\rho) \quad \text{for} \quad k \neq i, j,
$$

(3.4)

$$
|(\Delta_2)_{jk}| \leq \tilde{\gamma}_1 (|\tilde{\alpha}_{jk}| + 2|sc||\tilde{\alpha}_{ik}|/\rho)
$$

(3.5)

We now work to remove the potentially large $\rho^2$ and $1/\rho^2$ terms. We can rewrite (3.1) as

$$
sc = \frac{\frac{a_{ij}}{\alpha_{ij}} \rho_{ij}}{\sqrt{\frac{a_{ii}^2}{\alpha_{ii}} + \frac{a_{jj}^2}{\alpha_{jj}}}} = \frac{\rho a_{ij}}{\sqrt{(a_{ii} - \rho^2 a_{jj})^2 + 4\rho^2 a_{ij}^2}}
$$

(3.6)

Further manipulation yields

$$
|a_{jj}|\rho^2 \leq |a_{ii}| + \sqrt{\frac{a_{ij}^2 \rho^2}{(sc)^2} - 4a_{ij}^2 \rho^2} = |a_{ii}| + \rho|a_{ij}| \sqrt{\frac{1}{(sc)^2} - 4}.
$$

Therefore

(3.7)

$$
sc^2|a_{jj}| \rho^2 \leq s^2|a_{ii}| + \rho|a_{ij}| \sqrt{t^2 - 4s^4}.
$$

A similar manipulation of (3.1) (or a symmetry argument) gives

(3.8)

$$
sc^2|a_{ii}|/\rho^2 \leq s^2|a_{jj}| + \frac{|a_{ij}|}{\rho} \sqrt{t^2 - 4s^4}.
$$

Since $\tilde{a}_{ij} = a_{ij}(1 + \theta_3)$ there is no harm in replacing $a_{ij}$ by $\tilde{a}_{ij}$ in (3.7) and (3.8). Since $\theta \in [-\pi/4, \pi/4]$ we have

(3.9)

$$
\sqrt{t^2 - 4s^4} + |s/c| = 2|sc|
$$

and hence (3.4) and (3.5) may be bounded by

$$
|(\Delta_2)_{ii}| \leq \tilde{\gamma}_1 (|\tilde{\alpha}_{ii}| + 2|sc||\tilde{\alpha}_{ij}|\rho),
$$

$$
|(\Delta_2)_{jj}| \leq \tilde{\gamma}_1 (|\tilde{\alpha}_{jj}| + 2|sc||\tilde{\alpha}_{ij}|/\rho).
$$

Setting $\Delta A = \Delta_1 + \Delta_2$ and using these componentwise bounds we obtain the overall bound given in (3.3). □

Lemma 3.4 shows that the Jacobi rotation results in a small backward perturbation to $A_0$ provided that $\omega_0$ is of order 1. We see from (3.6) that in normal circumstances $sc$ is proportional to $\min(\rho, 1/\rho)$, which keeps $\omega_0$ small. However, in special situations $\omega_0$ can be large, for example, when $|a_{ii} - \rho^2 a_{jj}| \ll \rho|a_{ij}|$ with $\rho$ large, which requires that $|a_{jj}|$ be much smaller than $|a_{ij}|$ and $B$ be well conditioned.
By combining Lemma 3.4 with subsequent applications of Lemma 3.3 we find that after \( m \) steps of Jacobi’s method on \( H_0 = D_0^{-1}A_0D_0^{-1} \) we have

\[
\tilde{H}_m = Q_{m-1}^T \cdots Q_0^T (H_0 + \Delta_0)Q_0 \cdots Q_{m-1},
\]

where

\[
\Delta_0 = D_0^{-1} \Delta A_0 D_0^{-1} + \sum_{k=1}^{m-1} Q_0 \cdots Q_{k-1} \Delta H_k Q_k^T \cdots Q_0^T
\]

\[
= D_0^{-1} \left( \Delta A_0 + \sum_{k=1}^{m-1} D_0 Q_0 \cdots Q_{k-1} \Delta H_k Q_k^T \cdots Q_0^T D_0 \right) D_0^{-1}.
\]

The \( \Delta H_k \) are bounded as in Lemma 3.3. We would like to bound the term in parentheses by a multiple of \( u \| A_0 \|_2 \), but simply taking norms leads to an unsatisfactory \( \kappa(D_0^2) \) factor. To obtain a better bound we introduce, purely for theoretical purposes, a scaling to \( \tilde{H}_k \) at each stage of the iteration. For an arbitrary nonsingular diagonal \( D_k \) we write

\[
\| D_0 Q_0 \cdots Q_{k-1} \Delta H_k Q_k^T \cdots Q_0^T D_0 \|_2 = \| D_0 Q_0 \cdots Q_{k-1} D_k^{-1} \cdot D_k \Delta H_k D_k \cdot D_k^{-1} Q_k^T \cdots Q_0^T D_0 \|_2
\]

\[
\leq \min_{D_k \text{ diag}} \left( \| D_0 Q_0 \cdots Q_{k-1} D_k^{-1} \|_2^2 \| D_k \Delta H_k D_k \|_2 \right)
\]

\[
= \min_{D_k \text{ diag}} \left( \| N_k^{-T} \|_2^2 \| D_k \Delta H_k D_k \|_2 \right),
\]

where

\[(3.10) \quad N_k = D_0^{-1} Q_0 \cdots Q_{k-1} D_k.
\]

Define

\[(3.11) \quad A_k := N_k^T A_0 N_k = D_k H_k D_k.
\]

By applying Lemma 3.4 to a rotation on \( H_k \), we can see that

\[(3.12) \quad \| D_k \Delta H_k D_k \|_2 \leq \tilde{\gamma}_n (1 + 2 \omega_k) \| A_k \|_2,
\]

where

\[
\omega_k = |s_k c_k| \max(\rho_k, 1/\rho_k), \quad \rho_k = d_i^{(k)}/d_j^{(k)},
\]

with a subscript \( k \) denoting quantities on the \( k \)th step and where \( D_k = \text{diag}(d_i^{(k)}) \). One way to proceed is to choose \( D_k \) to minimize \( \kappa_2(M_{k-1}) \), where

\[(3.13) \quad M_{k-1} = D_0^{-1} Q_{k-1} D_k.
\]

Notice that

\[(3.14) \quad N_k = M_0 \cdots M_{k-1}.
\]

This idea is based on an algorithm of Anjos, Hammarling, and Paige [2] that avoids explicitly inverting any of the \( D_k \) and uses transformation matrices of the form in (3.13).
to diagonalize $A$ while retaining the diagonal form of $D_0$. The algorithm computes the congruence transformations

$$ A_{k+1} = M_k^T A_k M_k, \quad D_{k+1}^2 = M_k^T D_k^2 M_k, $$

where $D_k$ is diagonal for all $k$ and $A_k$ tends to diagonal form as $k \to \infty$. The difference between our approach and that in [2] is that we form $H_0 = D_0^{-1} A_0 D_0^{-1}$ and use $D_k$ in the analysis to obtain stronger error bounds, whereas in [2], in an effort to apply only well-conditioned similarity transformations, $H_0$ is never formed but $M_k$ is computed and applied in the algorithm (and no error analysis is given in [2]).

Now we discuss the choice of $D_k$, drawing on analysis from [2]. Since $Q_{k-1}$ is a rotation in the $(i,j)$ plane, we choose $D_k$ to be identical to $D_{k-1}$ in all but the $i$th and $j$th diagonal entries. Thus $M_{k-1}$ is the identity matrix except in the $(i,j)$ plane, in which

$$ M_{ij} = M([i,j],[i,j]) = \begin{bmatrix} \tilde{d}_i^{-1} & 0 & 0 \\ 0 & \tilde{d}_j^{-1} & c \\ 0 & -s & c \end{bmatrix} \begin{bmatrix} \tilde{d}_i & 0 \\ 0 & \tilde{d}_j \end{bmatrix}, $$

where we are writing

$$ D_{k-1} = \text{diag}(d_i), \quad D_k = \text{diag}(\tilde{d}_i). $$

We now choose $D_k$ to minimize the 2-norm condition number $\kappa_2(M_{ij})$. It can be shown that for any $2 \times 2$ matrix, $G$, say,

$$ \kappa_2(G) = \sigma_1(G)/\sigma_2(G) = (\phi^2 + \sqrt{\phi^4 - 4\delta^2})/2\delta, $$

where $\phi = \|G\|_F$, $\delta = |\det(G)|$ and $\sigma_1(G) \geq \sigma_2(G)$ are the singular values of $G$. Using $\kappa_F(G) = \phi^2/\delta$, we obtain

$$ \kappa_2(G) = (\kappa_F(G) + \sqrt{\kappa_F(G)^2 - 4})/2, $$

so clearly $\kappa_2(G)$ has its minimum when $\kappa_F(G)$ does. Therefore it is only necessary to analyze $\kappa_F(M_{ij})$ in order to find the minimum of $\kappa_2(M_{ij})$. For $M_{ij}$ we have

$$ \phi^2 = s^2\left( (\tilde{d}_i/d_j)^2 + (\tilde{d}_j/d_i)^2 \right) + c^2\left( (\tilde{d}_j/d_j)^2 + (\tilde{d}_i/d_i)^2 \right), $$

$$ \delta = \det(D_{k-1}^{-1}) \det(D_k) = (\tilde{d}_i\tilde{d}_j)/(d_i d_j). $$

Setting $\xi = \tilde{d}_i/\tilde{d}_j$ we have

$$ \kappa_F(M_{ij}) = \phi^2/\delta = (c^2(\rho^2 + \xi^2) + s^2(\rho^2\xi^2 + 1))/(\rho\xi). $$

This is an equation with only one unknown, $\xi$. The minimum of $\kappa_F(M_{ij})$ over $\xi$ occurs at

$$ \xi_{\text{opt}}^2 = (s^2 + \rho^2c^2)/(c^2 + \rho^2s^2), $$

which gives the values

$$ \kappa_F(M_{ij})_{\text{min}} = 2\sqrt{1 + s^2c^2(\rho - \rho^{-1})^2}, $$

$$ \kappa_2(M_{ij})_{\text{min}} = |sc(\rho - \rho^{-1})| + \sqrt{1 + s^2c^2(\rho - \rho^{-1})^2}. $$

\[ (3.15) \]
Knowing the ratio \( \tilde{d}_i/\tilde{d}_j \) that minimizes \( \kappa_2(M_0) \), we now have to choose \( \tilde{d}_j \) and then set \( \tilde{d}_i = \tilde{d}_j \xi_{\text{opt}} \). We set \( \|D_k\|_F = \|D_{k-1}\|_F \), or more simply,

\[
(3.16) \quad d_i^2 + d_j^2 = \tilde{d}_i^2 + \tilde{d}_j^2 = (\xi_{\text{opt}} + 1) \tilde{d}_j^2.
\]

This yields the values

\[
(3.17) \quad \tilde{d}_i^2 = c^2d_i^2 + s^2d_j^2, \quad \tilde{d}_j^2 = c^2d_j^2 + s^2d_i^2
\]

and the matrix

\[
(3.18) \quad M_{ij} = \begin{bmatrix}
c\sqrt{c^2 + s^2/\rho^2} & s\sqrt{s^2 + c^2/\rho^2} \\
-s\sqrt{s^2 + c^2/\rho^2} & c\sqrt{c^2 + s^2/\rho^2}
\end{bmatrix}.
\]

Clearly,

\[
(3.19) \quad \min(d_i^2, d_j^2) \leq \tilde{d}_k^2 \leq \max(d_i^2, d_j^2), \quad k = i, j.
\]

We note for later reference that a direct calculation reveals

\[
(3.20) \quad \|M_{ij}^{-1}\|_F = \sqrt{2}.
\]

It is also interesting to note that \( M_{ij} \) has columns of equal 2-norm. This is not surprising in view of a result of van der Sluis [24], which states that scaling the columns of an \( n \times n \) matrix to have equal 2-norms produces a matrix with 2-norm condition number within a factor \( \sqrt{n} \) of the minimum over all column scalings.

To complete our analysis we need to bound \( \|A_k\|_2 \) and \( \|N^{-1}_k\|_2 \).

### 3.1. Growth of \( A_m \)

We now bound \( \|A_m\|_2 \), which appears in the bound (3.12). We consider the growth over one step from \( A_m = (a_{ij}) \) to \( A_{m+1} = (\tilde{a}_{ij}) = M^T_m A_m M_m \), as measured by \( \phi_m = \max_{i,j} |\tilde{a}_{ij}|/\max_{i,j} |a_{ij}| \). By rewriting (2.8) and (2.9) in terms of \( A_k \), and using (3.11) and (3.17), we can show that

\[
(3.21) \quad |\tilde{a}_{ii}| \leq c^2|a_{ii}| + s^2|a_{ii}|/\rho^2 + |a_{ij}| \left( \frac{|s^3|}{c\rho} + |s|\rho \right),
\]

\[
(3.22) \quad |\tilde{a}_{jj}| \leq c^2|a_{jj}| + s^2|a_{jj}|/\rho^2 + |a_{ij}| \left( \frac{|s|\rho + |s^3|}{c\rho} \right).
\]

We would like to bound these two elements linearly in terms of \( \max(\rho,1/\rho) \) (recall that \( \rho \) can be greater than or less than 1). The troublesome terms in the bounds are \( s^2|a_{jj}|/\rho^2 \) and \( s^2|a_{ii}|/\rho^2 \). Upon substitution of (3.7) and (3.8) in (3.21) and (3.22) we obtain bounds linear in \( \rho \) and \( 1/\rho \):

\[
|\tilde{a}_{ii}| \leq c^2|a_{ii}| + s^2|a_{jj}| + |a_{ij}| \left( \left( \sqrt{t^2 - 4s^4} + \frac{|s^3|}{c} \right) \frac{1}{\rho} + |s|\rho \right),
\]

\[
|\tilde{a}_{jj}| \leq c^2|a_{jj}| + s^2|a_{ii}| + |a_{ij}| \left( \left( \sqrt{t^2 - 4s^4} + \frac{|s^3|}{c} \right) \rho + \frac{|s|}{\rho} \right).
\]

Using (3.9) we find that \( \sqrt{t^2 - 4s^4} + |s^3|/c = |s|c \), and so

\[
(3.23) \quad |\tilde{a}_{ii}| \leq c^2|a_{ii}| + s^2|a_{jj}| + |a_{ij}|s|c| (\rho + 1/\rho),
\]

\[
(3.24) \quad |\tilde{a}_{jj}| \leq c^2|a_{jj}| + s^2|a_{ii}| + |a_{ij}|s|c| (\rho + 1/\rho).
\]
For the other affected elements in rows and columns \( i \) and \( j \) we have, for \( k \neq i, j \),
\[
\tilde{a}_{ik} = \tilde{a}_{ki} = \frac{a_{ik} c \sqrt{c^2 + s^2/\rho^2} - a_{jk} s \sqrt{s^2 + c^2/\rho^2}}{\rho},
\]
\[
\tilde{a}_{jk} = \tilde{a}_{kj} = \frac{a_{ik} s \sqrt{s^2 + c^2/\rho^2} + a_{jk} c \sqrt{c^2 + s^2/\rho^2}}{\rho}.
\]
These elements can be bounded by
\[
|\tilde{a}_{ik}| \leq |a_{ik}| \left( c^2 + |sc|/\rho \right),
\]
\[
|\tilde{a}_{jk}| \leq |a_{ik}| \left( s^2 + |sc|/\rho \right).
\]
The bounds (3.23)–(3.26) can all be written in the form
\[
|\tilde{a}_{pq}| \leq \max_{r,s} |a_{rs}| \left( 1 + |sc|/\rho \right),
\]
and so the growth of \( A_m \) over one step is bounded by
\[
\phi_m \leq 1 + |sc|/\rho \leq 1 + 2\omega_m.
\]
The overall growth bound is
\[
\pi_m := \frac{\|A_m\|_2}{\|A_0\|_2} \leq \sqrt{n} \prod_{i=0}^{m-1} \phi_i.
\]

3.2. Bounding \( \|N_i^{-1}\|_2 \). Our final task is to bound
\[
\mu_i := \|N_i^{-1}\|_2 = \|D_i^{-1}Q_i^T \cdots Q_0^TD_0\|_2
\]
(see (3.10)). We describe two different bounds. In view of (3.19),
\[
\|D_i^{-1}\|_2 \leq \|D_i^{-1}\|_2 \leq \cdots \leq \|D_0^{-1}\|_2.
\]
Thus, since \( D_0 = D \), where \( B \) has the Cholesky factorization (1.2),
\[
\mu_i^2 \leq \kappa_2(D)^2 \leq \kappa_2(L)\kappa_2(B).
\]
However, the point of our analysis is to avoid a \( \kappa_2(B) \) term in the bounds. As an alternative way of bounding \( \mu_i \) we note that, from (3.14),
\[
N_i^{-1} = M_i^{-1} \cdots M_0^{-1}.
\]
For the row cyclic ordering in (2.7) the congruence transformations can be reordered into \( 2n - 3 \) groups of up to \( \lfloor n/2 \rfloor \) disjoint transformations \( M_{j+1}, \ldots, M_{j+p} \) such that, using (3.20),
\[
\|M_{j+1}^{-1} \cdots M_{j+p}^{-1}\|_2 \leq \sqrt{2}.
\]
For example, a sweep of a \( 6 \times 6 \) matrix can be divided into 9 groups of disjoint rotations:
\[
\begin{bmatrix}
- & 1 & 2 & 3 & 4 & 5 \\
- & 3 & 4 & 5 & 6 \\
- & 5 & 6 & 7 \\
- & 7 & 8 \\
- & 9 \\
- & -
\end{bmatrix}.
\]
Here, an integer \( k \) in position \((i,j)\) denotes that the \((i,j)\) element is eliminated on the \( k \)th step by a rotation in the \((i,j)\) plane, and all rotations on the \( k \)th step are disjoint. Hence we can bound \( \mu_i \) by

\[
\mu_i \leq (\sqrt{2})^{2n-3} = 2^{n-3/2}.
\]

Although exponential in \( n \), this bound is independent of \( \kappa_2(B) \).

3.3. Summary. Our backward error analysis shows that, upon convergence after \( m \) Jacobi rotations, Algorithm 2.1 has computed a diagonal \( \Lambda \) such that

\[
X^T(A + \Delta A)X = \Lambda, \quad X^T(B + \Delta B)X = I
\]

for some nonsingular \( X \), where

\[
\|\Delta A\|_2 \leq \tilde{\gamma}_n^2 \|A\|_2 \left( \kappa_2(L)^2 + \sum_{k=0}^{m-1} \mu_k^2 (1 + 2\omega_k) \pi_k \right),
\]

\[
\|\Delta B\|_2 \leq \tilde{\gamma}_n^2 \|B\|_2.
\]

The term involving \( \kappa_2(L) \) takes account of errors in the first stage of Algorithm 2.1 and follows from standard error analysis \([14, \text{chapter 10}]\) of Cholesky factorization and the solution of triangular systems. Because of the complete pivoting, \( \kappa_2(L) \) is bounded as in (1.6), and in practice it is usually small. Even when \( \kappa_2(L) \) is large, its full effect tends not to be felt on the backward error, since triangular systems are typically solved to higher accuracy than the bounds suggest \([14, \text{chapter 8}]\).

We do not have a bound better than exponential in \( n \) for the term \( \mu^2 \), but this term has been less than 10 in virtually all our numerical tests. We showed in section 3.1 that the growth factor \( \pi_k = \|A_k\|_2/\|A_0\|_2 \) in (3.27) is certainly bounded by \( \pi_k \leq \sqrt{n} \prod_{i=0}^{k-1} (1 + 2\omega_i) \). The term

\[
\omega_k = |s_k c_k| \max(\rho_k, 1/\rho_k) \leq |s_k c_k| \kappa_2(D) \leq |s_k c_k| \kappa_2(L) \kappa_2(B)^{1/2}
\]

is the most important quantity in our analysis. A large value of \( \omega_k \), for some \( k \), is the main indicator of instability in Algorithm 2.1.

We stress that our error bounds do not depend on the ordering (1.5), as should be expected since the Jacobi method is insensitive to the ordering of the diagonal of \( D \). The purpose of pivoting in the Cholesky factorization is to keep \( L \) well conditioned and thereby concentrate any ill conditioning of \( B \) into \( D \).

The conclusion from the error analysis is that Algorithm 2.1 has much better stability properties than the bound (1.7) suggests. When \( \kappa_2(B) \) is large it is usually the case that small values of \( |s_k c_k| \) cancel any large values of \( \max(\rho_k, 1/\rho_k) \) (see the discussion following Lemma 3.4) and that \( \pi_k \) is also small, with a resulting small backward error bound.

For the particular version of the Cholesky–QR method in which the initial tridiagonalization of the QR algorithm is performed using Givens rotations, Davies \([5]\) uses suitable modifications of the analysis presented here to derive analogues of (3.28) and (3.29) in which the terms \( 1 + 2\omega_k \) and \( \pi_k \) in (3.29) are squared (the definitions of \( \omega_k \) and \( \pi_k \) are unchanged, but of course the underlying rotations are different). Unfortunately, Householder transformations rather than Givens rotations are almost always used for the tridiagonalization and our error analysis is specific to rotations; therefore (1.7) remains the best error bound for the practically used Cholesky–QR method.
4. Iterative refinement. The relative normwise backward error of an approximate eigenpair \((\tilde{x}, \tilde{\lambda})\) of (1.1) is defined by

\[
\eta(\tilde{x}, \tilde{\lambda}) = \min \left\{ \epsilon : (A + \Delta A)\tilde{x} = \tilde{\lambda}(B + \Delta B)\tilde{x}, \quad \|\Delta A\| \leq \epsilon \|A\|, \quad \|\Delta B\| \leq \epsilon \|B\| \right\}.
\]

To evaluate the backward error we can use the explicit expression \[11], \[13]

\[
\eta(\tilde{x}, \tilde{\lambda}) = \frac{\|r\|}{(|\tilde{\lambda}| \|B\| + \|A\|\|\tilde{x}\|)},
\]

where \(r = \tilde{\lambda}B\tilde{x} - A\tilde{x}\) is the residual. For symmetric \(A\) and \(B\), we denote by \(\eta^S(\tilde{x}, \tilde{\lambda})\) the backward error (4.1) with the additional constraint that the perturbations \(\Delta A\) and \(\Delta B\) are symmetric. Clearly \(\eta^S(\tilde{x}, \tilde{\lambda}) \geq \eta(\tilde{x}, \tilde{\lambda})\). However, Higham and Higham \[13\] show that when \(\tilde{\lambda}\) is real, \(\eta^S(\tilde{x}, \tilde{\lambda}) = \eta(\tilde{x}, \tilde{\lambda})\) for the 2-norm. Hence, for the symmetric definite generalized eigenproblem it is appropriate to use the general definition (4.1) and the formula (4.2).

The idea of using iterative refinement to improve numerical stability has been investigated for linear systems by several authors; see \[14, chapter 11\] for a survey and \[15\] for the most recent results. Iterative refinement has previously been used with residuals computed in extended precision to improve the accuracy of approximate solutions to the standard eigenproblem \[8\], \[9\], \[22\]. Tisseur \[23\] shows how iterative refinement can be used in fixed or extended precision to improve the forward and backward errors of approximate solutions to the generalized eigenvalue problem (GEP). She writes the GEP as

\[Ax = \lambda Bx, \quad e^T x = 1\] (for some fixed \(s\))

and applies Newton’s method to the equivalent nonlinear equation problem

\[F\left(\begin{bmatrix} x \\ \lambda \end{bmatrix}\right) = \begin{bmatrix} (A - \lambda B)x \\ e^T x - 1 \end{bmatrix} : \mathbb{R}^{n+1} \rightarrow \mathbb{R}^{n+1}.
\]

This requires solving linear systems whose coefficient matrices are the Jacobian

\[J\left(\begin{bmatrix} x \\ \lambda \end{bmatrix}\right) = \begin{bmatrix} A - \lambda B & -Bx \\ e^T & 0 \end{bmatrix}.
\]

We use this technique with residuals computed in fixed precision to improve the backward errors of eigenpairs computed by Algorithm 2.1. We very briefly summarize the convergence results and two implementations of iterative refinement; full details may be found in \[23\].

If \(J\) is not too ill conditioned, the linear system solver is not too unstable, and the starting vector is sufficiently close to an eigenpair \((x_*, \lambda_*)\), then iterative refinement by Newton’s method in floating point arithmetic with residuals computed in fixed precision yields a refined eigenpair \((\tilde{x}, \tilde{\lambda})\) with backward error in the \(\infty\)-norm bounded by \[23, Corollary 3.5\]

\[
\eta_\infty(\tilde{x}, \tilde{\lambda}) \leq \tilde{\gamma}_n + u(3 + |\lambda|) \max \left(\frac{\|A\|_\infty}{\|B\|_\infty}, \frac{\|B\|_\infty}{\|A\|_\infty}\right).
\]

This backward error bound is small if \(\lambda\) is of order 1 and the problem is well balanced, that is, \(\|A\|_\infty \approx \|B\|_\infty\). If the problem is not well balanced, we can change the GEP
to make it so. We can scale the GEP to \((\alpha A)x = (\alpha \lambda)Bx\), where \(\alpha = \|B\|_\infty /\|A\|_\infty\) and the backward error now depends on the size of \(\bar{\lambda} = \alpha \lambda\). If \(|\bar{\lambda}| \leq 1\), a small backward error is ensured, while for \(|\bar{\lambda}| \geq 1\) we can consider the problem \(Bx = \bar{\mu}Ax\), for which \(|\bar{\mu}| \leq 1\). Practical experience shows that it is not necessary to scale or to reverse the problem—a backward error of order \(u\) is obtained as long as the starting vector is good enough for Newton’s method to converge.

The following algorithm can be derived after some manipulation of the Newton equations [23].

**Algorithm 4.1.** Given \(A, B\) and an approximate eigenpair \((x, \lambda)\) with \(\|x\|_\infty = x_s = 1\), this algorithm applies iterative refinement to \(\lambda\) and \(x\):

```
repeat until convergence
  \(r = \lambda Bx - Ax\)
  Form \(M\): the matrix \(A - \lambda B\) with column \(s\) replaced by \(-Bx\)
  Factor \(PM = LU\) (LU factorization with partial pivoting)
  Solve \(M \delta = r\) using the LU factors
  \(\lambda = \lambda + \delta_s; \delta_s = 0\)
  \(x = x + \delta\)
end
```

This algorithm is expensive as each iteration requires \(O(n^3)\) flops for the factorization of \(M\). By taking advantage of the eigendecomposition computed by Algorithm 2.1, the cost per iteration can be reduced to \(O(n^2)\) flops [23].

**Algorithm 4.2.** Given \(A, B, X, \Lambda\) such that \(X^TAX = \Lambda\) and \(X^TBX = I\), and an approximate eigenpair \((x, \lambda)\) with \(\|x\|_\infty = x_s = 1\), this algorithm applies iterative refinement to \(\lambda\) and \(x\) at a cost of \(O(n^2)\) flops per iteration.

```
repeat until convergence
  \(r = \lambda Bx - Ax\)
  \(D_\lambda = A - \lambda I\)
  \(d = -Bx - c_{\lambda s}\), where \(c_{\lambda s}\) is the \(s\)th column of \(A - \lambda B\)
  \(v = X^Td; f = X^T e_s\)
  Compute Givens rotations \(J_k\) in the \((k, k+1)\) plane, such that
  \(Q_k^T v := J_k^T \ldots J_1^T v = \|v\|_2 e_1\)
  Compute orthogonal \(Q_2\) such that
  \(T = Q_2^T Q_k^T (D_\lambda + v f^T)\) is upper triangular
  \(z = Q_2^T Q_k^T X^T r\)
  Solve \(T w = z\) for \(w\)
  \(\delta = X w\)
  \(\lambda = \lambda + \delta_s; \delta_s = 0\)
  \(x = x + \delta\)
end
```

The computed \(\tilde{X}\) from Algorithm 2.1 does not necessarily give a backward stable diagonalization of \(A\) and \(B\). However, Tisseur [23] shows that instability in the solver does not affect the overall limiting accuracy and limiting backward error (4.3) when iterative refinement converges, although of course it may inhibit convergence. The price to be paid for the greater efficiency of Algorithm 4.2 over Algorithm 4.1 is less frequent and less rapid convergence.

**5. Numerical results.** In this section we give several examples to illustrate the behavior of Algorithm 2.1 and the sharpness of our backward error bounds, to show how the algorithm compares with the Cholesky–QR method, to show the need for pivoting in the Cholesky–QR method, and to show the benefits of iterative refinement.
Table 5.1
Terms from error analysis and backward error for Example 1.

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>$\kappa_2 (B)$</th>
<th>$\max \omega_k$</th>
<th>$\max \mu_k^2$</th>
<th>$\max \pi_k$</th>
<th>$\max \eta_2 (\hat{x}, \hat{\lambda})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-1}$</td>
<td>$10^7$</td>
<td>7.98e-1</td>
<td>3.33e0</td>
<td>3.12e0</td>
<td>1.31e-16</td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>$10^{14}$</td>
<td>1.90e0</td>
<td>4.38e0</td>
<td>7.02e0</td>
<td>5.35e-17</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>$10^{21}$</td>
<td>2.38e0</td>
<td>4.67e0</td>
<td>1.04e1</td>
<td>3.50e-17</td>
</tr>
</tbody>
</table>

All our experiments were carried out in MATLAB 6, in which matrix computations are based on LAPACK; the unit roundoff is $u = 2^{-53} \approx 1.1 \times 10^{-16}$. (Our implementation of the Cholesky–QR method uses the MATLAB/LAPACK implementation of the QR algorithm and so employs Householder tridiagonalization.) In Algorithms 4.1 and 4.2 convergence was declared when $\eta_\infty (\hat{x}, \hat{\lambda}) \leq u$.

Example 1. Our first example illustrates how our backward error bounds can correctly predict perfect backward stability of Algorithm 2.1 despite large values of $\kappa_2 (B)$. We take $A = H - I \in \mathbb{R}^{n \times n}$, where $H$ is the Hilbert matrix, and $B = \text{diag}(\epsilon, \epsilon^2, \ldots, \epsilon^{n-1})$. For $n = 8$ and $\epsilon = 10^{-1}, 10^{-2}, 10^{-3}$, Table 5.1 shows the values of the terms appearing in the error analysis along with the maximum backward error over all the computed eigenpairs. The Cholesky–QR method is also stable on this example.

In a variation of this example we took $A = H$ and $B = \text{diag}(\epsilon^{n-1}, \ldots, \epsilon, 1)$, with $n = 8$ and $\epsilon = 10^{-2}$. The computed eigenvalues from the Cholesky–Jacobi method and the Cholesky–QR method with pivoting both range from $10^{-9}$ to $10^{14}$ and the maximum backward error over all the computed eigenpairs is of order $u$. However, the Cholesky–QR method without pivoting produces two negative eigenvalues of order $10^{-2}$, even though the exact eigenvalues are clearly positive, and the maximum backward error is of order $10^{-3}$.

Example 2. This example is a structural engineering problem that again illustrates independence of our backward error bounds on $\kappa_2 (B)$. We consider a cantilever beam as shown in Figure 5.1(a). We assume that the cantilever is rigid in its axial direction and that all the deformations are small. The boundary conditions are full-fixity at the base and zero translational displacement at the cantilever end. We also assume that the material properties and cross sections vary along the length of the beam. The equation of motion for the natural vibrations has the form

$$M \ddot{v} + Kv = 0,$$

where $M$ denotes the symmetric positive definite mass inertia matrix and $K$ the symmetric positive definite stiffness matrix. The finite element method leads to the generalized eigenvalue problem

$$K \phi = \lambda M \phi.$$

(5.1)

The cantilever is modeled with $N$ finite elements. Each element has 4 degrees of freedom, namely, the two beam-end lateral displacements and the two beam-end rotations as shown in Figure 5.1(b). The length of the $i$th finite element $e_i$ is taken to be $L_i$ and its flexural characteristic to be $(EI)_{ii}$, where $E$ is the modulus of elasticity and $I$ the moment of inertia. The global degrees of freedom are numbered as shown in Figure 5.1(a). If cubic Hermite interpolation polynomials are used to describe
displacement along the beam element, then the beam element stiffness matrix is \[ K^i = \frac{2(\text{EI})^i}{L^3_i} \begin{bmatrix} 6 & 3L_i & -6 & 3L_i \\ 3L_i & 2L_i^2 & -3L_i & L_i^2 \\ -6 & -3L_i & 6 & -3L_i \\ 3L_i & L_i^2 & -3L_i & 2L_i^2 \end{bmatrix} \]

and the beam element consistent mass matrix is

\[ M^i = \frac{\bar{m}_i L_i}{420} \begin{bmatrix} 156 & 22L_i & 54 & -13L_i \\ 22L_i & 4L_i^2 & 13L_i & -3L_i^2 \\ 54 & 13L_i & 156 & -22L_i \\ -13L_i & -3L_i^2 & -22L_i & 4L_i^2 \end{bmatrix}, \]

where \( \bar{m}_i \) is the average mass per unit length for the \( i \)th beam. The global stiffness and mass inertia matrices are obtained by assembling the \( K^i \) and \( M^i, i = 1:N \).

For our example, we chose \( N = 5 \) finite elements leading to 9 degrees of freedom and we varied the parameters \( e_i, L_i, (\text{EI})^i, \) and \( \bar{m}_i \), sometimes applying direct search to maximize the backward error over these variables. The backward errors for Algorithm 2.1 and the Cholesky–QR method with pivoting were always of order \( u \), with our backward error bounds for Algorithm 2.1 also of order \( u \). Table 5.2 shows results for two sets of parameters. The second set of results shows again that pivoting can be needed for stability of the Cholesky–QR method.

**Example 3.** This is an example where Algorithm 2.1 is unstable and there is only one large value of \( \omega_k \). With \( n = 10 \), we take \( A \in \mathbb{R}^{n \times n} \) to be a random symmetric
Iterative refinement of eigenpairs of Example 4. For the entry marked †, convergence was not to the eigenvalue indicated in the leftmost column.

<table>
<thead>
<tr>
<th>λ</th>
<th>Before refinement</th>
<th>After refinement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>η∞(x̃, ̂λ)</td>
<td>e(λ)</td>
</tr>
<tr>
<td></td>
<td>Algorithm 4.1</td>
<td>Algorithm 4.2</td>
</tr>
<tr>
<td>ε = 2^{-6}</td>
<td>1.6 × 10^{-2}</td>
<td></td>
</tr>
<tr>
<td>1.4e0</td>
<td>4e-7 9e-6</td>
<td>5e-17 3e-16 2</td>
</tr>
<tr>
<td>-4.6e1</td>
<td>2e-8 6e-8</td>
<td>7e-18 2e-16 2</td>
</tr>
<tr>
<td>-8.4e3</td>
<td>2e-11 1e-9</td>
<td>5e-20 0 1</td>
</tr>
<tr>
<td>ε = 2^{-8}</td>
<td>3.9 × 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>1.4e0</td>
<td>2e-3 4e-2</td>
<td>4e-17 2e-16 3</td>
</tr>
<tr>
<td>-1.8e2</td>
<td>1e-5 3e-4</td>
<td>2e-17 2e-16 2</td>
</tr>
<tr>
<td>-1.4e4</td>
<td>4e-9 3e-6</td>
<td>5e-21 2e-16 2</td>
</tr>
<tr>
<td>ε = 2^{-12}</td>
<td>2.4 × 10^{-4}</td>
<td></td>
</tr>
<tr>
<td>1.4e0</td>
<td>3e-3 1e0</td>
<td>4e-18 0^1 5</td>
</tr>
<tr>
<td>-3.0e3</td>
<td>6e-4 8e-1</td>
<td>1e-22 0 5</td>
</tr>
<tr>
<td>-3.5e7</td>
<td>4e-5 1e-1</td>
<td>2e-17 4e-16 3</td>
</tr>
</tbody>
</table>

matrix and B = I_n and replace the (n, n) entries of each matrix by 10^{-24}. Jacobi rotations not involving the nth plane have ρ = 1, and therefore ω_k is small. However, when we first apply a Jacobi rotation in the (1, n) plane we see that ρ = 10^{-12} and

\[ a_{11} - ρ^2 a_{nn} = a_{11} - 1 \ll ρ a_{1n} = 10^{12} a_{1n}, \]

and therefore, from (3.6), sc ≈ 1/2 and ω_k ≈ 5 × 10^{11}. Note that this is an example where (3.30) is sharp. This is the only ill-conditioned Mk transformation as, using our scaling strategy, we set \( d_n^2 = c^2 d_n^2 + s^2 d_1^2 = O(1) \) in (3.17), and afterwards ρ is always approximately 1 for all subsequent rotations. The other key terms from the error bounds are max_k π_k = 8.4 × 10^{11} and max_k µ_k = 2.0. The computed eigenvalues consist of a group of 8 of order 1, all with backward errors of order 10^{-5} and two eigenvalues of order 10^{12}, with backward errors of order u. Applying Algorithm 4.1 to the eigenvalues with large backward errors we found that backward errors of order u were produced within 3~7 iterations; Algorithm 4.2 did not converge for any of the eigenvalues. The Cholesky–QR method was stable in this example.

**Example 4.** This example is one of a form suggested by G. W. Stewart that causes difficulties for Algorithm 2.1, and we use it to compare Algorithms 4.1 and 4.2. The matrices are

\[
\text{diag}(A) = d, \quad a_{ij} = \min(i, j) \text{ for } i \neq j, \quad B = \text{diag}(d), \quad d = [1, ε, ε^2, \ldots, ε^{n-1}]
\]

with 0 < ε < 1. We take n = 8 with three choices of ε and concentrate on the three eigenvalues of smallest absolute value. We report in Table 5.3 the backward error η∞(x̃, ̂λ) of the computed eigenpair and the forward error

\[ e(λ) = \frac{|λ - ̂λ|}{|λ|} \]

of the computed eigenvalue, where the exact λ is obtained using MATLAB’s Symbolic Math Toolbox; these statistics are given both before and after refinement, together
with the number of iterations required by Algorithms 4.1 and 4.2, where “*” denotes no convergence after 50 iterations and in this case the quantities from the 50th iteration are shown. Table 5.4 shows the size of the terms appearing in the error bounds of section 3.3. The observed instability corresponds to large $\omega_k$ and $\pi_k$, but $\mu_k^2$ is small, as is usually the case. We see that, as expected from the theory [23], refining with the unstable linear system solver produces the same limiting backward error as when the stable solver is used, but that it can produce slower convergence and is less likely to converge at all, as we saw also in Example 3. Iterative refinement also improves the forward error $e$. As one entry in the table shows, it is possible for iterative refinement to converge to a different eigenpair than expected when the original approximate eigenpair is sufficiently poor. The Cholesky–QR method performs stably on this example.

Example 5. The next example illustrates how ill condition of $L$ can cause instability. Here, $n = 20$, $A = I$, and $B = R^T R$, where $R$ is a Kahan matrix, and $\kappa_2(B) \approx 1/u$, $\kappa_2(L) \approx 3 \times 10^4$. Figure 5.2 plots the eigenvalues on the $x$-axis versus the $\infty$-norm backward errors of the eigenpairs on the $y$-axis, for eigenpairs both before and after refinement. At most one step of iterative refinement was required. The Cholesky–QR method was used, with Algorithm 4.2; Algorithms 2.1 and 4.1 give very similar results. The quantities in the error bounds for Algorithm 2.1 are $\max \omega_k = 0.6$, $\max \mu_k^2 = 315$, $\max \pi_k = 1.8$. As expected, it is the small eigenvalues that have large backward errors initially.
Example 6. Our penultimate example is adapted from a problem used by Fix and Heiberger [10] and shows that it is possible for the Cholesky–Jacobi method to be stable when the Cholesky–QR method both with and without pivoting is unstable. Let

\[
A = \begin{bmatrix} 1 & \alpha & 0 & \delta \\
\alpha & 2 & 0 & 0 \\
0 & 0 & 3 & 0 \\
\delta & 0 & 0 & \epsilon \end{bmatrix}, \quad B = \text{diag}(\epsilon, 1, \epsilon, 1), \quad \alpha, \delta > 0, \quad 0 < \epsilon < 1.
\]

We solved the problem for \( \alpha = 1, \delta = 10^{-3} \) and a range of \( \epsilon \) from \( 10^{-10} \) to \( 10^{-18} \) by Algorithm 2.1 and the Cholesky–QR method with pivoting. Figure 5.3 plots the condition number of \( B \) against the backward error \( \eta_2(\hat{x}_{\min}, \hat{\lambda}_{\min}) \) for the eigenvalue \( \hat{\lambda}_{\min} \) of minimal modulus. The Cholesky–QR method performs unstably for most of the matrices \( B \) in the figure (strangely, producing generally better results without pivoting), while Algorithm 2.1 displays excellent stability. For Algorithm 2.1 we have \( \max_k \omega_k = \max_k \pi_k = 1.0 \) and \( \max_k \mu_k^2 = 1.71 \), so our error bounds predict the small backward errors.

Example 7. Our final example uses a class of random test problems suggested by Chandrasekaran [3]. They have the form

\[
A = R + (10^{-8} n \lambda_n - \lambda_{n/2}) I, \quad B = S + (|\lambda_1| + 10^{-8} n \max(\lambda_1, \lambda_n)) I,
\]

where \( R \) and \( S \) are random matrices from the normal \((0,1)\) distribution and \( \lambda_1 \leq \cdots \leq \lambda_n \) are the eigenvalues of \( R \) (for \( A \)) or \( S \) (for \( B \)). With \( 5 \leq n \leq 100 \) the backward errors of the eigenpairs produced by the Cholesky–Jacobi method and the Cholesky–QR method with and without pivoting were almost always less than \( nu \), with a maximum value of \( 10^{-13} \) occurring for the Cholesky–QR method without pivoting for \( n = 60 \). Iterative refinement by Algorithms 4.1 and 4.2 reduced the backward error to \( u \) in at most three iterations, with only one iteration being required in over 95 percent of the cases. For Algorithm 2.1 we have \( \max_k \omega_k = \max_k \mu_k^2 = 4 \) and \( \max_k \pi_k = 56 \).
6. Conclusions. We have shown that the Cholesky–Jacobi method has better numerical stability properties than the standard backward error bound (1.7) suggests. For problems with an ill-conditioned $B$, the method can be, and often is, perfectly stable, and numerical experiments show that our bounds predict the stability well. The method is of practical use: it is easy to code, as Algorithm 2.1 shows, and the Jacobi method is particularly attractive in a parallel computing environment.

In practice, the Cholesky–QR method appears to perform as well as the Cholesky–Jacobi method, provided that complete pivoting is used in the Cholesky factorization. As we noted in section 1 this can, to some extent, be explained by the QR method’s good performance on graded matrices. However, except for a rarely used variant employing Givens tridiagonalization, the best backward error bound for the Cholesky–QR method continues to contain a factor $\kappa_2(B)$. It is an important open problem to derive a sharper bound.

Instability of the Cholesky methods can be cured by iterative refinement, provided it is not too severe, as we have illustrated. Drawbacks are that refinement is expensive if applied to more than just a few eigenpairs, and practically verifiable conditions that guarantee convergence to the desired eigenpair are not available, though the method is surprisingly effective in practice.

The Cholesky–QR method (without pivoting) is the standard method for solving the symmetric definite generalized eigenproblem in LAPACK, MATLAB 6, and the NAG Library, all of which aim to provide exclusively backward stable algorithms. It is clearly desirable for these implementations to incorporate pivoting in the Cholesky factorization, in order to enhance the reliability, and to incorporate the option of iterative refinement of selected eigenpairs, to ameliorate those instances, which are rarer than we can explain, where the Cholesky–QR method behaves unstably.
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