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Abstract. Mixed finite element discretizations of deterministic second-order elliptic partial differential equations (PDEs) lead to saddle point systems for which the study of iterative solvers and preconditioners is mature. Galerkin approximation of solutions of stochastic second-order elliptic PDEs, which couple standard mixed finite element discretizations in physical space with global polynomial approximation on a probability space, also give rise to linear systems with familiar saddle point structure. For stochastically nonlinear problems, the solution of such systems presents a serious computational challenge. The blocks are sums of Kronecker products of pairs of matrices associated with two distinct discretizations and the systems are large, reflecting the curse of dimensionality inherent in most stochastic approximation schemes. Moreover, for the problems considered herein, the leading blocks of the saddle point matrices are block-dense and the cost of a matrix vector product is non-trivial.

We implement a stochastic Galerkin discretization for the steady-state diffusion problem written as a mixed first-order system. The diffusion coefficient is assumed to be a lognormal random field, approximated via a nonlinear function of a finite number of unbounded random parameters. We study the resulting saddle point systems and investigate the efficiency of block-diagonal preconditioners of Schur complement and augmented type, for use with minres. By introducing so-called Kronecker product preconditioners we improve the robustness of cheap, mean-based preconditioners with respect to the statistical properties of the stochastically nonlinear diffusion coefficients.
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1. Introduction. We are interested in the design of efficient and robust preconditioners for a class of linear systems of equations with symmetric and indefinite coefficient matrices of the form

\[ \tilde{C} := \begin{bmatrix} \tilde{A} & \tilde{B}^T \\ \tilde{B} & 0 \end{bmatrix} \] (1.1)

where $\tilde{A}$ is symmetric and positive definite and $\tilde{B}$ has full row rank. Such systems arise, notably, in the solution of PDEs via mixed finite element methods (e.g. see [10], [26], [16]). Today there is a large community of researchers dedicated to the task of solving $\tilde{C}x = b$ and the spectral properties of $\tilde{C}$, appropriate iterative solvers and preconditioners have been well studied, [6]. The appearance of the zero matrix in the (2,2) block and the fact that $\tilde{A}$ is positive definite mean that $\tilde{C}$ falls into a relatively easy class of saddle point matrices, for which the minimal residual method (MINRES, [25]) is an optimal iterative solver. Convergence can be accelerated using symmetric and positive definite preconditioners, of which there are two well-known types.

Writing $\tilde{S} = \tilde{B}A^{-1}\tilde{B}^T$, the classical Schur complement preconditioner is

\[ \tilde{P}\tilde{S} := \begin{bmatrix} \tilde{A} & 0 \\ 0 & \tilde{S} \end{bmatrix} \] (1.2)

$\tilde{P}\tilde{S}^{-1}\tilde{C}$ has only three distinct eigenvalues [24, Remark 1] and so (in exact arithmetic) preconditioned MINRES converges in at most three iterations. Obtaining a practical implementation of this preconditioner depends on our ability to approximate the actions of $\tilde{A}^{-1}$ and $\tilde{S}^{-1}$ on vectors, cheaply.

Alternatively, so-called augmented preconditioners of the form,
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\[ \hat{P}_A := \begin{bmatrix} \hat{A} + \gamma^{-1} \hat{B}^\top \hat{W}^{-1} \hat{B} & 0 \\ 0 & \gamma \hat{W} \end{bmatrix} \]  

which have their roots in the augmented Lagrangian method, are being adapted with success in many applications (e.g. see [16], [34]). Choosing the parameter \( \gamma \) and the symmetric positive definite weight matrix \( \hat{W} \) appropriately, is key. A smart choice of \( \gamma \) can force the eigenvalues of \( \hat{P}_A^{-1} \hat{C} \) to cluster at \( \pm 1 \), forcing MINRES to converge rapidly. For ease of solution, \( \hat{W} \) is typically chosen as an identity or mass matrix. For PDE problems, however, there is often an underlying bilinear form from the weak formulation that drives the choice of \( \hat{W} \) as \[ \hat{A} + \gamma^{-1} \hat{B}^\top \hat{W}^{-1} \hat{B} \] is the natural matrix representation of a particular PDE operator. Obtaining a practical version of \( \hat{P}_A \) depends on the availability of cheap algorithms to approximate the action of \( \hat{A} + \gamma^{-1} \hat{B}^\top \hat{W}^{-1} \hat{B} \) for the chosen \( \hat{W} \).

In this work, we are concerned specifically with saddle point matrices of the form

\[ \hat{C} := \begin{bmatrix} G_0 \otimes A_0 + \sum_{n=1}^{N} G_n \otimes A_n & G_0 \otimes B^\top \\ G_0 \otimes B & 0 \end{bmatrix} \]  

where \( \otimes \) denotes the Kronecker product. Matrices with this structure arise from stochastic Galerkin (SG) mixed finite element formulations of two-field PDE problems with random coefficients. Examples include the Darcy flow problem with random permeability coefficients and the Stokes problem with random viscosity. \( A_0, A_1, \ldots, A_N \) and \( B \) are finite element matrices associated with the physical domain. They are sparse and usually ill-conditioned with respect to the finite element mesh size and, here, the statistical properties of the PDE coefficients. The matrices \( G_0, G_1, \ldots, G_N \) represent multiplication operators on a probability space associated with the random PDE coefficients. Their structural and spectral properties (see [12], [27], [30]) are governed by our choice of discretization on the probability space. We assume that the (1,1) block in (1.4) is positive definite and so linear systems with this \( \hat{C} \) can be solved via preconditioned MINRES with the block-diagonal preconditioners described above. However, there are additional computational challenges. Due to the Kronecker product structure, the dimension of the system can be huge even if the physical domain is only two-dimensional. If the matrices \( G_0, G_1, \ldots, G_N \) are not sparse and/or if \( N \) is large, then the cost of a matrix vector product is non-trivial.

In [11] and [15] an SG mixed formulation of the steady-state diffusion problem is studied and block-diagonal preconditioners for the resulting saddle point matrices are proposed. In those works, however, the diffusion coefficient is a linear function of \( M \) bounded random parameters, yielding \( N = M \) and well-conditioned, sparse matrices \( G_0, G_1, \ldots, G_M \) in (1.4). Here, we extend our earlier work to a new, more challenging model problem. We consider again the steady-state diffusion problem but now the diffusion coefficient is a nonlinear function of \( M \) unbounded random parameters. This has serious consequences for the linear algebra and new preconditioners are required.

1.1. Outline. In Section 2 we describe the model problem and an appropriate SG mixed finite element discretization. Properties of the resulting saddle point matrices are discussed in Section 3. In Section 4 we study a Schur complement preconditioner from [11] and in Section 5 we revisit a preconditioner from [15], which is equivalent to \( \hat{P}_A \) in (1.3) with \( \gamma = 1 \) and a certain \( \hat{W} \). We make essential improvements to both preconditioners for the new model problem by combining them with best Kronecker product approximation (see [33]). Practical preconditioners are derived by exploiting appropriate multigrid methods, and numerical results are presented in Section 6.

2. Stochastic steady-state diffusion problem. In many applications, there is a growing need to solve PDEs with inputs that are subject to uncertainty. Specifically, we mean problems
where the uncertainty stems from lack of knowledge about the data and one or more inputs to the PDE(s) of interest cannot be stated as functions of $x \in D$ where $D \subset \mathbb{R}^d$ is the physical domain. Suppose $T$ is a coefficient function that is not known at every $x \in D$ but whose values at two distinct spatial locations are connected via a prescribed covariance function. We can model $T$ as a random field, a real-valued function $T(x, \omega) : D \times \Omega \to \mathbb{R}$ where $\omega \in \Omega$ is an abstract label for a realization of $T$. In deterministic models we prescribe $T = T(x)$ for every $x \in D$ but here, $T = T(x, \omega)$ and we prescribe a statistical distribution of $T(x, \cdot)$ for every $x \in D$ and a covariance function $C_T(x, y)$.

The steady-state diffusion problem with random diffusion coefficient $T$ can be stated as: find a random field $u(x, \omega)$ that solves, $P$-almost surely,

$$
- \nabla \cdot T(x, \omega) \nabla u(x, \omega) = f(x) \quad \text{in } D \times \Omega,
$$

$$
u(x, \omega) = g(x) \quad \text{on } \partial D \times \Omega,
$$

$$
\mathbf{n} \cdot T \nabla u(x, \omega) = 0 \quad \text{on } \partial D_N \times \Omega.
$$

Formally, $P$ is the probability measure associated with a probability space $(\Omega, \mathcal{F}, P)$. To solve (2.1), we first approximate $T(x, \omega)$ by a function $T_M(x, \xi)$ of an appropriate set of $M$ independent random parameters $\xi = [\xi_1, \ldots, \xi_M]^T$ taking values in $\Gamma \subseteq \mathbb{R}^M$ (e.g. see [9]). Crucially, this converts the stochastic PDE (2.1) to an $(M + d)$-dimensional deterministic one and conventional discretization schemes can be applied. We then seek a random field $u(x, \xi)$ that solves, with probability one,

$$
- \nabla \cdot T_M(x, \xi) \nabla u(x, \xi) = f(x) \quad \text{in } D \times \Gamma,
$$

$$
u(x, \xi) = g(x) \quad \text{on } \partial D \times \Gamma,
$$

$$
\mathbf{n} \cdot T_M \nabla u(x, \xi) = 0 \quad \text{on } \partial D_N \times \Gamma.
$$

The well-posedness of (2.1)–(2.2), primal variational formulations, and approximation schemes based on finite element spatial discretizations have been widely studied (see [9], [4], [5], [3], [13], [23], [35]). Stochastic Galerkin approximation, specifically, has been studied in [4] and [9] and solvers for the resulting symmetric positive definite linear systems have been studied in [27], [32] and [30].

2.1. Mixed formulation. We are concerned with the more challenging problem of finding a pair of random fields $q = q(x, \omega)$ and $u = u(x, \omega)$ such that, $P$-almost surely,

$$
T^{-1}(x, \omega) q(x, \omega) + \nabla u(x, \omega) = 0 \quad \text{in } D \times \Omega,
$$

$$
\nabla \cdot q(x, \omega) = f(x) \quad \text{in } D \times \Omega,
$$

$$
u(x, \omega) = g(x) \quad \text{on } \partial D \times \Omega,
$$

$$
\mathbf{n} \cdot q(x, \omega) = 0 \quad \text{on } \partial D_N \times \Omega.
$$

We assume that $D \subset \mathbb{R}^2$ is a convex bounded open set and $0 < T_{\min} \leq T(x, \omega) \leq T_{\max}$ a.e. in $D \times \Omega$. Given an approximation $T_M^{-1}(x, \xi) : D \times \Gamma \to \mathbb{R}$ to $T^{-1}$ in terms of a finite set of $M$ independent random parameters we solve a corresponding $(M + 2)$-dimensional boundary value problem

$$
T_M^{-1}(x, \xi) q(x, \xi) + \nabla u(x, \xi) = 0 \quad \text{in } D \times \Gamma,
$$

$$
\nabla \cdot q(x, \xi) = f(x) \quad \text{in } D \times \Gamma,
$$

$$
u(x, \xi) = g(x) \quad \text{on } \partial D \times \Gamma,
$$

$$
\mathbf{n} \cdot q(x, \xi) = 0 \quad \text{on } \partial D_N \times \Gamma.
$$

The associated weak problem of finding $q(x, \xi) \in V$ and $u(x, \xi) \in W$ satisfying

$$
\langle a(q, r) \rangle + \langle b(r, u) \rangle = \langle -(g, \mathbf{n} \cdot r)_{\partial D} \rangle \quad \forall r \in V,
$$

$$
\langle b(q, v) \rangle = \langle -(f, v) \rangle \quad \forall v \in W,
$$

where $a(\cdot, \cdot) : H(div; D) \times H(div; D) \to \mathbb{R}$ and $b(\cdot, \cdot) : H(div; D) \times L^2(D) \to \mathbb{R}$ are defined via

$$
a(u, v) = \int_D T_M^{-1} u \cdot v \, dx, \quad b(v, p) = -\int_D p \nabla \cdot v \, dx,$$
is well-posed in \( V = L^2_0(\Gamma, H_0(div; D)) \) and \( W = L^2(\Gamma, L^2(D)) \). Here \( \langle \cdot , \cdot \rangle = \int_D \rho(\xi) \cdot d\xi \) denotes the expectation operator and \( \rho(\xi) \) is the joint probability density function of \( \xi \), which is known once a distribution has been chosen for the independent parameters \( \xi_m \). For any Hilbert space \( X \) with norm \( \| \cdot \|_X, L^2_0(\Gamma, X) = \{ \xi : \Gamma \rightarrow X \mid \| \xi \|_X^2 < \infty \} \).

Introducing finite-dimensional spaces \( V_h \subset H_0(div; D), W_h \subset L^2(D) \), \( S_d \subset \bigcup \subset L^2_0(\Gamma) \) leads to the stochastic Galerkin saddle point problem: find \( q_{hd}(x, \xi) \in V_h \otimes S_d \) and \( u_{hd}(x, \xi) \in W_h \otimes S_d \) satisfying

\[
\langle a(q_{hd}, r_{hd}) \rangle + \langle b(r_{hd}, u_{hd}) \rangle = \langle - (g, n \cdot r_{hd})_{BD_D} \rangle \quad \forall r_{hd} \in V_h \otimes S_d \quad (2.7)
\]

\[
\langle b(q_{hd}, v_{hd}) \rangle = \langle - (f, v_{hd}) \rangle \quad \forall v_{hd} \in W_h \otimes S_d. \quad (2.8)
\]

If we introduce bases \( V_h = \text{span}\{\varphi_j(x)\}_{j=1}^{N_v}, W_h = \text{span}\{\phi_j(x)\}_{j=1}^{N_u} \), and \( S_d = \text{span}\{\psi_k(\xi)\}_{k=1}^{N_{\xi}} \) then

\[
q_{hd}(x, \xi) = \sum_{\ell=1}^{N_v} \sum_{j=1}^{N_u} q_{j, \ell} \varphi_j(x) \psi_k(\xi), \quad u_{hd}(x, \xi) = \sum_{\ell=1}^{N_v} \sum_{j=1}^{N_u} u_{j, \ell} \phi_j(x) \psi_k(\xi). \quad (2.9)
\]

We will use \( V_h = RT_0(D) \) and \( W_h = P_0(D) \), the lowest-order Raviart-Thomas approximation [29] based on a partition of the physical domain \( D \) into triangles. For \( S_d \) we will use \( M \)-variate polynomial fields of total degree \( d \) in \( \xi = [\xi_1, \ldots, \xi_M]^T \). For these specific choices, the well-posedness of (2.7)–(2.8) was established in [15] under the assumption that

\[
0 < T_{M, \min} \leq T_M(\Gamma, \omega) \leq T_{M, \max} \quad \text{a.e. in } D \times \Gamma. \quad (2.10)
\]

However, any deterministic inf-sup stable pair \( V_h, W_h \) used in conjunction with any finite-dimensional subspace of \( L^2_0(\Gamma) \) leads to an inf-sup stable approximation in a certain pair of norms; see Section 5.

**2.2. Lognormal diffusion coefficient.** The question remains as to what is a suitable approximation \( T^{-1}_M(x, \xi) \)? The boundary value problem (2.3) provides a model for groundwater flow. In that scenario, \( u \) and \( q \) denote the pressure and velocity field, respectively, and \( T \) is the permeability coefficient. In [11] and [15], \( T^{-1} \) is approximated directly by an \( M \)-term Karhunen-Loève (KL) expansion [21] which is a linear function of \( M \) uncorrelated random variables \( \xi_m \). In flow models, however, \( T \) often follows a lognormal distribution (e.g. see [14]) and cannot be approximated well using a linear combination of random parameters.

Here, we assume \( T = \exp(G) \) where \( G = G(x, \omega) \) is a correlated Gaussian random field, with given mean \( \langle G(x, \omega) \rangle = \mu_G(x) \) and covariance function

\[
C_G(x, y) = \langle (G(x, \omega) - \mu_G(x))(G(y, \omega) - \mu_G(y)) \rangle = \sigma_G^2 \mathcal{V}_G(x, y). \quad (2.11)
\]

Our starting point is a Karhunen-Loève expansion [21] for \( G \),

\[
G(x, \omega) = \mu_G + \sigma_G \sum_{m=1}^\infty \sqrt{\lambda_m k_m(x)} \xi_m(\omega), \quad (2.12)
\]

where \( \mu_G \) and \( \sigma_G \) are the (spatially) constant mean and standard deviation of \( G \), \( (\lambda_m, k_m)_{m=1}^\infty \) are the eigenpairs of the integral operator associated with \( V_G(x, y) \) in (2.11) and \( (\xi_1, \xi_2, \ldots, \xi_M, \ldots) \) are uncorrelated, independent standard Gaussian random variables. The eigenvalues are assumed to be listed in descending order so that \( (\lambda_m, k_m)_{m=1}^M \) denote the eigenpairs corresponding to the \( M \) largest eigenvalues. Truncating after \( M \) terms gives \( G_M(x, \xi) : D \times \Gamma \rightarrow \mathbb{R} \) where \( \xi := [\xi_1, \xi_2, \ldots, \xi_M]^T \) and \( \Gamma = \mathbb{R}^\mathcal{M} \). Finally, we choose \( T^{-1}_M(x, \xi) \) as the truncated Wiener polynomial chaos expansion [19] of \( T^{-1} \) containing only polynomials in \( \xi_1, \xi_2, \ldots, \xi_M \) which leads to (2.4).

**Definition 2.1** (\( M \)-dimensional multi-indices). An \( M \)-dimensional multi-index \( \alpha \in \mathbb{N}_0^M \) is a sequence of non-negative integers \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_M) \). We define \( |\alpha| := \sum_{m=1}^M \alpha_m \), \( \alpha! := \prod_{m=1}^M \alpha_m! \), and write \( \mathcal{F} = \mathbb{N}_0^M \). For a specified \( M \in \mathbb{N} \) and \( d \in \mathbb{N}_0 \), denote

\[
\mathcal{I}_d := \{ \alpha \in \mathcal{F} \mid |\alpha| \leq d \}, \quad \mathcal{I}_d^+ := \{ \alpha \in \mathcal{I}_d \mid |\alpha| > 0 \}. \quad (2.13)
\]
There is a bijection \( \iota : \{1, \ldots, J\} \mapsto \mathcal{A}_d, \ J = |\mathcal{A}_d| = \binom{M+d}{M} \), that assigns a unique integer \( j \in \{1, \ldots, J\} \) to each multi-index \( \iota(j) \in \mathcal{A}_d \) and vice versa.

Consider, now, the set of multivariate polynomials

\[
\psi_{\alpha}(\xi) := \prod_{m=1}^{\frac{\mathcal{M}}{2}} \psi_{\alpha,m}^{(m)}(\xi_m), \quad \alpha \in \mathcal{A},
\]

where \( \psi_{\alpha}^{(m)} \) denotes the univariate Hermite polynomial of exact degree \( k \in \mathbb{N}_0 \). Such polynomials are orthonormal with respect to the Gaussian probability density function (pdf)

\[
\rho_m(\xi_m) = (\sqrt{2\pi})^{-1} \exp(-\xi_m^2/2), \quad m \in \mathbb{N}.
\]

Hence \( \langle \psi_{\alpha}(\xi) \psi_{\beta}(\xi) \rangle = \delta_{\alpha,\beta} \) and the polynomials in (2.14) are also orthonormal. Collectively, they form an \( M \)-dimensional polynomial chaos and provide a useful basis for \( L_p^2(\Gamma) \). Assuming \( T_M^{-1} \in L_p^2(\Gamma) \) for any \( x \in D \), we can then write

\[
T_M^{-1}(x, \xi) = \sum_{\alpha \in \mathcal{A}} t_{\alpha}(x) \psi_{\alpha}(\xi), \quad t_{\alpha}(x) = \langle T_M^{-1}(x, \xi) \psi_{\alpha}(\xi) \rangle .
\]

We can also use a subset of the polynomials in (2.14) to provide a basis for \( S_d \). We choose

\[
S_d := \text{span}\{\psi_{\alpha}(\xi) : \alpha \in \mathcal{A}_d\},
\]

which has dimension \( N_d = \binom{M}{\frac{\mathcal{M}}{2}} \binom{d}{M+d} \).

Noting that \( T^{-1}(x, \xi) = \exp(-G(x, \xi)) \) and exploiting the orthogonality properties of the polynomial chaos functions yields explicit formulae for the spatial coefficient functions in (2.16) in terms of the known KL expansion functions for \( G \) from (2.12). From [22, Chapter I, Theorem 3.1]) it follows

\[
t_0(x) = \langle T^{-1} \rangle = \exp(-\mu_G + \sigma_G^2/2), \quad \alpha \in \mathcal{A}, |\alpha| = 0, \quad (3.1a)
\]

\[
t_\alpha(x) = \langle T^{-1} \rangle \left(\frac{-1}{\sqrt{\alpha !}} \sigma_G^{\alpha |} \prod_{m=1}^{M} \left( \sqrt{\Lambda_m k_m(x)} \right)^{\alpha_m} \right), \quad \alpha \in \mathcal{A}, |\alpha| > 0. \quad (3.1b)
\]

3. Stochastic Galerkin equations. Using the expansion (2.16), the SG mixed finite element approximation (2.7)-(2.8) leads to the set of Galerkin equations,

\[
\begin{bmatrix}
\hat{A} & \hat{B}^T \\
\hat{B} & 0
\end{bmatrix}
\begin{bmatrix}
q \\
u
\end{bmatrix}
=
\begin{bmatrix}
f \\
g
\end{bmatrix}
\]

(3.1)

where \( q \) and \( u \) contain the coefficients in the expansions of \( u_{bd} \) and \( q_{bd} \) in (2.9) and

\[
\hat{A} = G_0 \odot A_0 + \sum_{\alpha \in \mathcal{A}_d^+} G_\alpha \odot A_\alpha, \quad \hat{B} = G_0 \odot B. \quad (3.2)
\]

We have separated out the symmetric, positive definite term \( G_0 \odot A_0 \) which, together with \( \hat{B} \), represents the discretized mean problem, i.e., the deterministic problem obtained by replacing the random field \( T^{-1} \) with \( \langle T^{-1} \rangle \). The right Kronecker product factors in (3.2) are finite element matrices that can be produced using standard finite element code. We have

\[
A_0 \in \mathbb{R}^{N_x \times N_x}, \quad [A_0]_{i,k} = (t_0 \varphi_k, \varphi_i), \quad i, k = 1, \ldots, N_q, \quad (3.3a)
\]

\[
A_\alpha \in \mathbb{R}^{N_x \times N_x}, \quad [A_\alpha]_{i,k} = (t_\alpha \varphi_k, \varphi_i), \quad i, k = 1, \ldots, N_q, \quad \alpha \in \mathcal{A}_d^+, \quad (3.3b)
\]

\[
B \in \mathbb{R}^{N_e \times N_e}, \quad [B]_{i,k} = -(\nabla \varphi_i, \varphi_k), \quad i = 1, \ldots, N_u, \quad k = 1, \ldots, N_q, \quad (3.3c)
\]
where $\langle \cdot, \cdot \rangle$ denotes the $L^2(D)$ inner-product. $A_0$ and $A_\alpha$ have the structure of mass matrices, each one weighted by a different coefficient function from (2.18), and $B$ is the matrix representation of the divergence operator. Although $A_0$ is positive definite (and so is $\hat{A}$ if (2.10) holds), the coefficient functions $t_\alpha$ are not strictly positive functions and so the matrices $A_\alpha$ are in general indefinite. The left Kronecker product factors in (3.4) are defined in terms of the basis functions for $S_d$,

$$G_0 \in \mathbb{R}^{N_\xi \times N_\xi}, \quad [G_0]_{j,\ell} = \langle \psi_{\xi(t)} \psi_{1(j)} \rangle, \quad j, \ell = 1, \ldots, N_\xi, \quad (3.4a)$$

$$G_\alpha \in \mathbb{R}^{N_\xi \times N_\xi}, \quad [G_\alpha]_{j,\ell} = \langle \psi_{\alpha(t)} \psi_{1(j)} \rangle, \quad j, \ell = 1, \ldots, N_\xi, \quad \alpha \in \mathcal{F}_{2d}. \quad (3.4b)$$

There is actually a matrix $G_\alpha$ in (3.2) for each polynomial $\psi_{\alpha}$ in the expansion (2.16). However, it can be shown (see [23]) that $G_\alpha$ is the zero matrix for all multi-indices $\alpha \in \mathcal{F} \setminus \mathcal{F}_{2d}$. The Galerkin projection onto $S_d$ effectively truncates the infinite expansion of $T_M^{-1}$ in (2.16) after a finite number of terms and the sum in (3.2) involves only multi-indices $\alpha \in \mathcal{F}_{2d}$.

The spectral properties of the SG matrices $G_\alpha$ in (3.4b) are key to determining an efficient solution strategy for our model problem. Unfortunately, explicit formulae for their eigenvalues remain elusive (except for low values of $d$, see [12]). It can be shown, however, that they are very ill-conditioned with respect to the discretization parameter $d$. In Corollary 4.6 we will show the spectral radius of each one cannot be bounded above by a quantity that is $O(\exp(Md) \exp(|\alpha|/2))$.

### 3.1. Computational aspects.

When (3.1) is solved iteratively, matrix-vector products with the Galerkin matrix dominate the cost of an iteration. Since we use orthonormal basis functions for $S_d$, $G_0$ in (3.4a) is the identity matrix and $\hat{B}$ is block-diagonal. $B$ is sparse and so matrix-vector products with $\hat{B}$ can be performed in $O(N_\xi N_q)$ operations. Performing multiplications with $\hat{A}$, however, is challenging. A linear combination of the matrices $G_\alpha$, with $\alpha \in \mathcal{F}_{2d}$, is fully populated, since for every $j, \ell = 1, \ldots, N_\xi$ there exists an $\alpha \in \mathcal{F}_{2d}$ such that $|G_\alpha|_{1(j),\ell(t)} \neq 0$, (cf. [23, Theorem 18]). Consequently, $\hat{A}$ is block-dense. Each $A_\alpha$ is sparse so matrix-vector products with the completely assembled $\hat{A}$ can be performed in $O(N_\xi^2 N_q)$ operations. However, storing $\hat{A}$ rapidly consumes memory on desktop computers. The alternative is to only store the $|\mathcal{F}_{2d}|$ Kronecker factors $A_\alpha$ and $G_\alpha$ in (3.2).

Writing $|\mathcal{F}_{2d}| = (2d+1)^d = N_\xi N_p$, where $N_p := \prod_{k=0}^{2d-1} (d+1-k) \ll N_\xi$, matrix-vector products with $\hat{A}$ can then be performed in $O((N_\xi N_q + N_\xi^2 N_q) |\mathcal{F}_{2d}|) = O((N_\xi^2 + N_\xi^3) N_q N_p)$ operations.

In short, the saddle point matrix in (3.1) has the structure displayed in (1.4); the (1,2) block is block-diagonal and the (1,1)-block is block-dense with $N + 1 = |\mathcal{F}_{2d}|$ terms. Fewer terms could be retained but this corresponds to a premature truncation of $T_M^{-1}$ in (2.16). Such an approximation to $T_M^{-1}$ does not necessarily satisfy a bound like (2.10).

### 3.2. Stochastically linear diffusion coefficient.

The differences between the saddle point systems in (3.1) and those encountered in previous work stem from the choice of approximation in (2.16). Suppose, as was assumed in [11] and [15], that we had started from a linear KL expansion

$$T_M^{-1}(x, \xi) = t_0 + \sigma \sum_{n=1}^{M} \sqrt{\lambda_n} k_n(x) \xi_n(\omega). \quad (3.5)$$

Then, instead of (3.2) we obtain,

$$\hat{A} = G_0 \otimes A_0 + \sum_{n=1}^{M} G_n \otimes A_n, \quad \hat{B} = G_0 \otimes B, \quad (3.6)$$

where, with $t_n(x) = \sigma \sqrt{\lambda_n} k_n(x)$,

$$G_n \in \mathbb{R}^{N_\xi \times N_\xi}, \quad [G_n]_{j,\ell} = \langle \xi_n \psi_{\xi(t)} \psi_{1(j)} \rangle, \quad j, \ell = 1, \ldots, N_\xi, \quad n = 1, \ldots, M, \quad (3.7a)$$

$$A_n \in \mathbb{R}^{N_q \times N_q}, \quad [A_n]_{i,k} = \langle t_n(x) \varphi_k, \varphi_i \rangle, \quad i, k = 1, \ldots, N_q, \quad n = 1, \ldots, M. \quad (3.7b)$$
The eigenvalues of the matrices $G_n$ in (3.7a) are known explicitly (see [27], [12]). For Gaussian random variables, the condition number of each $G_n$ grows, at worst, like $O(\sqrt{d})$. Each $G_n$ is also sparse with only two non-zero entries per row. $\hat{A}$ has at most $2M + 1$ non-zero blocks per row and if $M \ll N_\xi$, matrix-vector products with $\hat{A}$ can be performed in only $O(N_\xi N_d)$ operations.

For (3.5) to satisfy (2.10), $\sigma$ must be small relative to $t_0 = \langle T^{-1} \rangle$ and the term $G_0 \otimes A_0$ dominates in (3.6). The approximation $\hat{A} \approx G_0 \otimes A_0$ was exploited in [11] to obtain a preconditioner of type (1.2). For stochastically linear problems, such mean-based approximations are effective within the regime of statistical parameters where the problem is well-posed. For our model problem, however, there are no restrictions on $\sigma_G$ relative to $t_0$, and $\hat{A}$ is very ill-conditioned when $\sigma_G$ and $d$ are large. Mean-based preconditioners are not effective. In [15], an augmented preconditioner (1.3) is proposed with $\hat{W} = \hat{N}$ where $\hat{N}$ represents the natural norm on $W_h \otimes S_d$ (see Section 5). It is not based on a mean-based approximation and so is more robust. However, it is practical only if the $G_n$ matrices are sparse and $N_\xi$ and $|\mathcal{F}_{2d}|$ are small. For the stochastically nonlinear problem considered here, the number of Kronecker product pairs $|\mathcal{F}_{2d}|$ can be very large (see Table 3.1).

### Table 3.1
Dimension of $S_d$ and number of Kronecker product pairs in $\hat{A}$ for varying $M$ and $d$.

<table>
<thead>
<tr>
<th></th>
<th>$M = 5$</th>
<th>$M = 10$</th>
<th>$M = 20$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_\xi =</td>
<td>\mathcal{F}_d</td>
<td>$</td>
<td></td>
</tr>
<tr>
<td>$d = 1$</td>
<td>6</td>
<td>11</td>
<td>21</td>
</tr>
<tr>
<td>$d = 2$</td>
<td>21</td>
<td>66</td>
<td>231</td>
</tr>
<tr>
<td>$d = 3$</td>
<td>56</td>
<td>286</td>
<td>1,771</td>
</tr>
<tr>
<td>$N + 1 =</td>
<td>\mathcal{F}_{2d}</td>
<td>$</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>126</td>
<td>1,001</td>
<td>10,626</td>
</tr>
<tr>
<td></td>
<td>462</td>
<td>8,008</td>
<td>230,231</td>
</tr>
</tbody>
</table>

3.3. Stochastic Galerkin versus sampling methods. Approximations based on sampling (e.g. Monte Carlo, stochastic collocation methods [3]) lead to decoupled deterministic problems, the number of which usually exceeds $N_\xi$. For stochastically linear problems, where optimal solvers exist, SG methods are preferred. If $T_M(x, \xi)$ is a nonlinear function of $\xi$ it is less clear whether SG methods are competitive, as robust solvers are lacking. $G_0 \otimes A_0$ is not a good approximation to $\hat{A}$ due, in part, to a dramatic increase in the ill-conditioning of the $G_n$ matrices. For SG finite element discretizations of (2.2), preconditioners have been suggested in [30] and [32]. SG methods can only be competitive for challenging PDEs, however, if robust preconditioners are found for the coupled linear systems of equations they yield. SG systems therefore warrant serious investigation before conclusions about the efficacy of an approximation scheme for a specific PDE can be made.

4. Schur complement preconditioners. Applying $\hat{P}_X^{-1}$ in (1.2) requires expensive solves with $\hat{A}$ and working with the exact Schur complement is infeasible. An obvious first step towards a practical preconditioner for (3.1) is to replace $\hat{A}$ by a symmetric, positive definite and sparse (e.g. diagonal) matrix $\hat{X}$, leading to the preconditioner

$$
\hat{P}_X := \begin{bmatrix}
\hat{X} & 0 \\
0 & \hat{B}\hat{X}^{-1}\hat{B}^T
\end{bmatrix},
$$

(4.1)

whose performance, according to the following result, depends only on the choice of $\hat{X}$.

**Lemma 4.1.** Let $0 < \nu_1 \leq \nu_2 \leq \ldots \leq \nu_n$, where $n = N_\xi N_d$, denote the eigenvalues of $\hat{X}^{-1}\hat{A}$. The eigenvalues of $\hat{P}_X^{-1}\hat{C}$ lie in the union of the intervals

$$
\left[\frac{1}{2}(\nu_1 - \sqrt{\nu_1^2 + 4}), \frac{1}{2}(\nu_n - \sqrt{\nu_n^2 + 4})\right] \cup \left[\nu_1, \frac{1}{2}(\nu_n + \sqrt{\nu_n^2 + 4})\right].
$$

(4.2)

**Proof.** See, for example, [28, Corollary 3.3]. □
Lemma 4.1 hints that the eigenvalues of \( \hat{X}^{-1} \hat{A} \) should be tightly clustered. On the other hand, linear systems with coefficient matrix \( \hat{X} \) must be solvable with much less effort than those with \( \hat{A} \). Satisfying both requirements is a tall order. We focus first on the latter, and consider approximations to \( \hat{A} \) of the form \( \hat{X} = L \otimes R \) where \( L \in \mathbb{R}^{N_x \times N_x} \) and \( R \in \mathbb{R}^{N_y \times N_y} \) are symmetric and positive definite. This respects the structure of \( \hat{A} \) in (3.1) and allows for efficient implementations as \( \hat{X}^{-1} = L^{-1} \otimes R^{-1} \).

Motivated by [11] (see also Section 4.2) we investigate

This respects the structure of \( \hat{A} \) in (3.1) and allows for efficient implementations as \( \hat{X}^{-1} = L^{-1} \otimes R^{-1} \). According to Lemma 4.1, the number of preconditioned MINRES iterations required to solve (3.1) with \( \hat{X} = L \otimes D_0 \) in (4.1), depends on the eigenvalues of

\[
\hat{X}^{-1} \hat{A} = L^{-1} \otimes D_0^{-1} A_0 + \sum_{\alpha \in \mathcal{J}_{2d}^{+}} L^{-1} G_{\alpha} \otimes D_0^{-1} A_{\alpha},
\]

where

\[
\kappa \in \mathcal{J}_{2d}^{+}, \quad \alpha \in \mathcal{J}_{2d}^{+},
\]

which we now investigate.

**Lemma 4.2.** Let \( D_0 = \text{diag}(A_0) \) and define \( A_{\alpha}, \alpha \in \mathcal{J}_{2d}^{+} \), as in (3.3b). If \( V_h = RT_0(D) \) is based on uniform meshes of right-angled triangles (for example), then (a) the eigenvalues of \( D_0^{-1} A_0 \) lie in the interval \([\frac{1}{2}, 2]\), and (b) the eigenvalues of \( D_0^{-1} A_{\alpha} \) lie in the bounded interval \([-\frac{3}{2} \alpha, \frac{3}{2} \alpha]\), where

\[
c_{\alpha} := \max_{x \in D} |t_{\alpha}(x)|^{-1} = \frac{\sigma_{\alpha}}{\sqrt{|\alpha|!}} \prod_{m=1}^{M} \left( \sqrt{\lambda_m} \right)^{\alpha_m}, \quad \alpha \in \mathcal{J}_{2d}^{+}.
\]

**Proof.** Assertion (a) is shown the proof of [11, Lemma 4.3]. For any \( q \in \mathbb{R}^{N_y} \setminus \{0\} \), we may define an \( r \in V_h \) by \( r(x) = \sum q_i \varphi_i(x) \), where \( V_h = \text{span}\{\varphi_1, \ldots, \varphi_{N_y}\} \). Then, using (2.18), we obtain

\[
|q^T A_{\alpha} q| = \frac{\sigma_{\alpha}}{\sqrt{|\alpha|!}} \int_D \prod_{m=1}^{M} \left( \sqrt{\lambda_m} k_m(x) \right)^{\alpha_m} (\mathbf{I} - r \cdot r dx) \leq c_{\alpha} |q^T A_{\alpha} q|.
\]

For any \( q \in \mathbb{R}^{N_y} \setminus \{0\} \), \( -c_{\alpha} \leq \frac{q^T A_{\alpha} q}{q^T A_{\alpha} q} \leq c_{\alpha} \) which, in combination with (a), gives the result. \( \square \)

Decay rates of the KL eigenvalues \( \lambda_m \) and pointwise bounds on the eigenfunctions \( k_m \), are derived in [31]. Using these results, we may obtain an upper bound for the constant \( c_{\alpha} \) in (4.4).

**Corollary 4.3.** For a bounded domain \( D \subset \mathbb{R}^2 \), let the covariance function \( C_{G} \in L^2(D \times D) \) in (2.11) be piecewise analytic in the sense of [31, Definition 2.15]. Then, we have the upper bound

\[
c_{\alpha} \leq \kappa_1 |\alpha| e^{-\kappa_2 |\alpha|} \frac{\sigma_{\alpha}}{\sqrt{|\alpha|!}}, \quad \alpha \in \mathcal{J}_{2d}^{+},
\]

where \( \kappa_1, \kappa_2 > 0 \) are constants independent of \( M, d \) and \( \alpha \). If \( C_{G} \in L^2(D \times D) \) is piecewise smooth in the sense of [31, Definition 2.15], there exists a constant \( \kappa > 0 \) independent of \( M, d \) and \( \alpha \), with

\[
c_{\alpha} \leq \kappa |\alpha| \frac{\sigma_{\alpha}}{\sqrt{|\alpha|!}}, \quad \alpha \in \mathcal{J}_{2d}^{+}.
\]

**Proof.** If \( C_{G} \) is piecewise analytic, combining an estimate for \( \lambda_m \) in [31, Proposition 2.18] and an upper bound for \( \|k_m\|_{L^\infty(D)} \) in terms of \( |\lambda_m| \) from [31, Theorem 2.24], it can be shown that

\[
\sqrt{\lambda_m} \|k_m\|_{L^\infty(D)} \leq \kappa_1 \exp(-\kappa_2 \sqrt{m}),
\]

for all \( m \geq 1 \) with constants \( \kappa_1, \kappa_2 > 0 \) independent of \( m \). Thus,

\[
\prod_{m=1}^{M} \left( \sqrt{\lambda_m} \right)^{\alpha_m} \leq \prod_{m=1}^{M} \left( \kappa_1 \exp(-\kappa_2 \sqrt{m}) \right)^{\alpha_m} \leq \prod_{m=1}^{M} \left( \kappa_1 \exp(-\kappa_2) \right)^{\alpha_m} = \kappa_1 |\alpha| \exp(-\kappa_2 |\alpha|),
\]

for all \( m \geq 1 \) with constants \( \kappa_1, \kappa_2 > 0 \) independent of \( m \).
yielding the upper bound for $c_\alpha$ in (4.5). Analogously, for piecewise smooth covariance kernels, from [31, Corollary 2.22] and [31, Theorem 2.24] it follows that there exists a constant $\kappa > 0$ independent of $m$, such that, for all $m \geq 1$, $\sqrt{\lambda_m}\|b_m\|_{L^\infty(\Delta)} \leq \kappa$, and this completes the proof. \[ \]

Lemma 4.2 tells us that the eigenvalues of $D_0^{-1} A_\alpha$ are bounded independently of the discretization parameter $h$. However, since $|\alpha| \leq 2d$, Corollary 4.3 suggests that those eigenvalues depend on $d$. To analyze the eigenvalues of $\hat{X}_m^{-1} \hat{A}$, we also need to study the matrices $G_\alpha$, diag($G_\alpha$) and $L^{-1}G_\alpha$. To this end, we recall, first, an eigenvalue bound from [12]. Denote by $(\eta_{m,i}, w_{m,i})_{i=1}^M$ the nodes and weights, respectively, of the $\delta_m$-point Gaussian quadrature rule associated with $\rho_m$ in (2.15). Then,

$$\left\langle \psi^{(m)} \right\rangle = \int_{\Gamma_m} \psi^{(m)}(\xi_m) \rho_m(\xi_m) \, d\xi_m \approx \sum_{i=1}^{\delta_m} \psi^{(m)}(\eta_{m,i}) w_{m,i}, \quad m = 1, \ldots, \bar{M}. $$

Each quadrature rule on $\Gamma_m$ is exact for univariate polynomials $\psi^{(m)} \in \text{span}\{1, \xi_m, \ldots, \xi_m^{\delta_m-1}\}$. We can then define a tensor product quadrature rule on $\Gamma = \Gamma_1 \times \Gamma_2 \cdots \times \Gamma_M$ using the grid,

$$\Xi_\delta := \prod_{m=1}^M \{\eta_{m,1}, \eta_{m,2}, \ldots, \eta_{m,\delta_m}\},$$

which can be used to establish the following theoretical results.

**Lemma 4.4.** ([12, Corollary 13]) The eigenvalues of $G_\alpha$ in (3.4b) lie in $[\theta_\alpha, \Theta_\alpha]$, where

$$\theta_\alpha := \min \{\psi_\alpha(\eta) : \eta \in \Xi_\delta\}, \quad \Theta_\alpha := \max \{\psi_\alpha(\eta) : \eta \in \Xi_\delta\}, \quad \alpha \in \mathcal{J}_d^+.$$ (4.8)

$\delta \in \mathbb{N}_0^M$ is a multi-index with $\delta_m := d + \left\lceil \frac{\alpha_m}{2} \right\rceil$, $m = 1, \ldots, \bar{M}$ and $\Xi_\delta$ is defined as in (4.7).

**Lemma 4.5.** Let $G_\alpha, \alpha \in \mathcal{J}_d^+$, be defined as in (3.4b). The eigenvalues of $\text{diag}(G_\alpha)$ also lie in the interval $[\theta_\alpha, \Theta_\alpha]$, with $\theta_\alpha$ and $\Theta_\alpha$ defined in (4.8).

**Proof.** Define $\delta \in \mathbb{N}_0^M$ as in Lemma 4.4. The largest eigenvalue of $\text{diag}(G_\alpha)$ satisfies:

$$\lambda_{\text{max}}(\text{diag}(G_\alpha)) = \max_{j=1, \ldots, N_k} \left\langle \psi_j^2 \psi_j^{(m)} \right\rangle = \max_{j=1, \ldots, N_k} \prod_{m=1}^M \sum_{i=1}^{\delta_m} \psi_{\alpha_m}(\eta_{m,i})^2 \psi_j^{(m)}(\eta_{m,i})^2 w_{m,i} \leq \max_{j=1, \ldots, N_k} \Theta_\alpha \prod_{m=1}^M \sum_{i=1}^{\delta_m} \psi_{\alpha_m}(\eta_{m,i})^2 w_{m,i} = \max_{j=1, \ldots, N_k} \Theta_\alpha \left\langle \psi_j^2 \right\rangle = \Theta_\alpha.$$ (4.9)

The lower bound for the smallest eigenvalue of $\text{diag}(G_\alpha)$ follows analogously. \[ \]

**Corollary 4.6.** The eigenvalues of $G_\alpha$ in (3.4b) lie in the interval $[-b_\alpha, b_\alpha]$ where

$$b_\alpha := \exp(M(2d + 1)/2) \exp(|\alpha|/2), \quad \alpha \in \mathcal{J}_d^+.$$ (4.9)

**Proof.** Apply Lemma 4.4 with the polynomials $\psi_k^{(m)}(\xi_m) = H_k(\xi_m/\sqrt{2})/\sqrt{(2k)!}$ generated by the Gaussian pdf (2.15), where $H_k$ is the Hermite polynomial of degree $k$. For $k > 1$, all roots of $H_k$ lie in $(-2\sqrt{k} - 2, 2\sqrt{k} - 2)$, see [20, Theorem 4] and so all roots of $\psi_k^{(m)}$ are contained in $(-2\sqrt{\delta_m}/M, 2\sqrt{\delta_m}/M)$. The upper bound $|\psi_k^{(m)}(\xi_m)| \leq \exp(\xi_m^2/2)$ follows from the fact that $|H_k(\xi)| \leq \sqrt{2\pi k} \exp(\xi^2/2)$, cf. [18]. Hence, with $\delta_m$ defined in Lemma 4.4, and $\Xi_\delta$ as in (4.7),

$$|\lambda(G_\alpha)| \leq \max \{|\psi_\alpha(\eta)|, \eta \in \Xi_\delta\} \leq \prod_{m=1}^M |\psi_{\alpha_m}(2\sqrt{\delta_m-1})| \leq \prod_{m=1}^M \exp(\delta_m - 1) \leq \prod_{m=1}^M \exp(d + (\alpha_m + 1)/2) = \exp(M(2d + 1)/2) \exp(|\alpha|/2).$$ (4.9)

Using these spectral inclusion bounds for the $G_\alpha$ matrices we can now prove the following result.
Theorem 4.7. Let $\hat{X} = L \otimes D_0$, where $D_0 = \text{diag}(A_0)$, and $L \in \mathbb{R}^{N \times N}$ is any symmetric positive definite matrix whose eigenvalues lie in $[\ell_{\min}, \ell_{\max}]$ with $0 < \ell_{\min} \leq \ell_{\max}$. For each $\alpha \in \mathcal{F}_d^+$, define $c_\alpha$ as in (4.4) and $b_\alpha$ as in (4.9). Then, the eigenvalues of $\hat{X}^{-1}\hat{A}$ lie in the interval

$$
\left[ \frac{1}{2\ell_{\max}} - \frac{3\tau}{2\ell_{\min}}, \frac{3(1 + \tau)}{2\ell_{\min}} \right],
$$

where

$$
\tau := \sum_{\alpha \in \mathcal{F}_d^+} b_\alpha c_\alpha.
$$

Proof. We can estimate the largest eigenvalue of $\hat{X}^{-1}\hat{A}$ as follows,

$$
\lambda_{\max}(\hat{X}^{-1}\hat{A}) = \max_{v \in \mathbb{R}^{N \times N\setminus \{0\}}} \frac{v^\top \hat{A} v}{v^\top \hat{X} v} = \max_{v \in \mathbb{R}^{N \times N\setminus \{0\}}} \frac{v^\top (\sum_{\alpha \in \mathcal{F}_d^+} G_\alpha \otimes A_\alpha) v}{v^\top (L \otimes D_0)v}
$$

$$
\leq \sum_{\alpha \in \mathcal{F}_d^+} \max_{v \in \mathbb{R}^{N \times N\setminus \{0\}}} \frac{v^\top (G_\alpha \otimes A_\alpha) v}{v^\top (L \otimes D_0)v} = \sum_{\alpha \in \mathcal{F}_d^+} \lambda_{\max}(L^{-1}G_\alpha \otimes D_0^{-1}A_\alpha)
$$

$$
= \sum_{\alpha \in \mathcal{F}_d^+} \max_{\gamma} \{\gamma \alpha_i, \nu \alpha_i\} \text{ where } \gamma \alpha_i \in \lambda(L^{-1}G_\alpha) \text{ and } \nu \alpha_i \in \lambda(D_0^{-1}A_\alpha)\}.
$$

The eigenvalues of $L^{-1}$ lie in $[\ell_{\min}, \ell_{\max}]$ so part (a) of Lemma 4.2 tells us that the eigenvalues of $L^{-1}G_\alpha \otimes D_0^{-1}A_\alpha$ lie in the interval $[\frac{1}{2\ell_{\max}} - \frac{3\tau}{2\ell_{\min}}, \frac{3(1 + \tau)}{2\ell_{\min}}]$. Combining part (b) of Lemma 4.2 with the fact that the eigenvalues of $L^{-1}G_\alpha$ lie in $[-\ell_{\max}, \ell_{\min}, \ell_{\max}, b_\alpha]$ results in spectral bounds for $L^{-1}G_\alpha \otimes D_0^{-1}A_\alpha$, for each $\alpha \in \mathcal{F}_d^+$. In particular, $\lambda_{\max}(L^{-1}G_\alpha \otimes D_0^{-1}A_\alpha) \leq \frac{3}{2\ell_{\min}} b_\alpha \lambda_{\max}(\hat{X}^{-1}\hat{A})$. Summing over $\alpha$ yields an upper bound on $\lambda_{\min}(\hat{X}^{-1}\hat{A})$. The lower bound for $\lambda_{\min}(\hat{X}^{-1}\hat{A})$ follows analogously.

Note that in (4.10), $\tau$ depends on $d, \sigma_G$ and $M$. If $C_G$ is a piecewise analytic covariance function we can combine the upper bound for $c_\alpha$ in (4.5) with the definition of $b_\alpha$ in (4.9) to obtain

$$
\tau \leq \sum_{\alpha \in \mathcal{F}_d^+} b_\alpha c_\alpha \leq \sum_{\alpha \in \mathcal{F}_d^+} e^{-\ell_{\min}d/2} \frac{c_\alpha}{\kappa_1} \frac{|\sigma_\alpha|}{\sqrt{\alpha!}} = \sum_{\alpha \in \mathcal{F}_d^+} \frac{(\kappa_1 \sigma_G e^{1/2 - \kappa_2}) |\alpha|}{\sqrt{\alpha!}}.
$$

Similarly, if $C_G$ is piecewise smooth, we obtain

$$
\tau = \sum_{\alpha \in \mathcal{F}_d^+} b_\alpha c_\alpha \leq \sum_{\alpha \in \mathcal{F}_d^+} e^{-\ell_{\min}d/2} \frac{c_\alpha}{\kappa_1} \frac{|\sigma_\alpha|}{\sqrt{\alpha!}} = \sum_{\alpha \in \mathcal{F}_d^+} \frac{(\kappa_1 \sigma_G e^{1/2 - \kappa_2}) |\alpha|}{\sqrt{\alpha!}}.
$$

Hence, the message from (4.10) is that a good choice of $L$ is one that damps out ill-conditioning in $\hat{X}^{-1}\hat{A}$ with respect to $d, \sigma_G$ and $M$. We now consider three suggestions for the matrix $L$.

4.2. Mean-based preconditioners. The pre-conditioning scheme from [11] corresponds to $L = I$ (the $N \times N$ identity matrix). Then, $\hat{X} = I \otimes D_0 = \text{diag}(G_0 \otimes A_0)$ and (4.1) is the sparse matrix

$$
\tilde{P}_0 = \begin{bmatrix} I \otimes D_0 & 0 \\ 0 & I \otimes S_0 \end{bmatrix},
$$

where we have introduced $S_0 := BD_0^{-1}B^\top \in \mathbb{R}^{N \times N}$. Lemma 4.1 says that the efficiency of $\tilde{P}_0$ as a preconditioner, depends solely on the spectrum of

$$
\hat{X}^{-1}\hat{A} = I \otimes D_0^{-1}A_0 + \sum_{\alpha \in \mathcal{F}_d^+} G_\alpha \otimes D_0^{-1}A_\alpha.
$$

Corollary 4.8. The eigenvalues of $\hat{P}_0^{-1}\hat{C}$ are contained in the union of the intervals in (4.2) with $\nu_1 \geq \frac{1}{2} - \frac{\tau}{2}$ and $\nu_n \leq \frac{1}{2} + \frac{\tau}{2}$, where $\tau$ is defined as in (4.10).

Proof. The result follows by combining Lemma 4.1 and Theorem 4.7 with $L = I$ and $\ell_{\min} = \ell_{\max} = 1$. \qed
For our model problem, we shall see that $\hat{X} = I \otimes D_0$ fails to be a robust approximation to $\hat{A}$ with respect to $d$ and $\sigma_G$, leading to unacceptably high MINRES iteration counts.

4.3. Kronecker product preconditioners. We can improve on (4.11) using a Kronecker product approximation, introduced for the primal problem (2.1) in [32]. Instead of approximating $\hat{A}$ by the diagonal of a single term in (3.2), the idea is to choose $\hat{X} = G \otimes D_0$, where

$$G = \arg\min\{H \in \mathbb{R}^{N \ell \times N \ell} : \|\hat{A} - H \otimes D_0\|_F\}$$

and $\| \cdot \|_F$ denotes the Frobenius norm. The solution is available in closed form [33, Theorem 3],

$$G = I + \sum_{\alpha \in \mathcal{F}_{2d}^+} \frac{\text{tr}(A^T \alpha, D_0)}{\text{tr}(D_0)} G_{\alpha}.$$  

(4.13)

Note that $\text{tr}(A^T \alpha, D_0) = \sum_{i=1}^{N_{\ell}} |A_{\alpha}|_{i,i} |D_0|_{i,i}$ and so the coefficients in (4.13) can be computed cheaply. Moreover, since $\hat{A}$ and $D_0$ are symmetric and positive definite, so are $G$ [33, Theorem 10] and $\hat{X} = G \otimes D_0$. Since $\hat{X}^{-1} \hat{A} = G^{-1} \otimes D_0^{-1} A_{\alpha}$, we arrive at the preconditioner

$$\hat{P}_1 = \begin{bmatrix} G \otimes D_0 & 0 \\ 0 & G^{-1} \otimes S_0 \end{bmatrix}.$$  

(4.14)

Applying Lemma 4.1, the efficiency of $\hat{P}_1$ depends on the spectrum of

$$\hat{X}^{-1} \hat{A} = G^{-1} \otimes D_0^{-1} A_{\alpha} + \sum_{\alpha \in \mathcal{F}_{2d}^+} G^{-1} G_{\alpha} \otimes D_0^{-1} A_{\alpha}.$$  

(4.15)

Comparing (4.15) with (4.12), we see that some of the ill-conditioning in $G_{\alpha}$ and $D_0^{-1} A_{\alpha}$ potentially can be damped out by $G$ in (4.14); the preconditioner (4.11) offers no such possibility. Since $G$ in (4.13) is not diagonal in general, approximating the action of $\hat{P}_1^{-1}$ is more costly than $\hat{P}_0^{-1}$. Since $\text{diag}(G)$ is positive definite, we can also consider the cheaper preconditioner

$$\hat{P}_2 = \begin{bmatrix} \text{diag}(G) \otimes D_0 & 0 \\ 0 & \text{diag}(G)^{-1} \otimes S_0 \end{bmatrix}.$$  

(4.16)

The (2,2) block of $\hat{P}_2$ is then block-diagonal with $N_x$ sparse blocks of size $N_u \times N_u$ as in (4.11).

Corollary 4.9. Let $G$ be defined as in (4.13). Let $\tau$ be defined as in (4.10) and suppose $\tau < 1$. If $\hat{X} = G \otimes D_0$ or $\hat{X} = \text{diag}(G) \otimes D_0$ then the eigenvalues of $\hat{P}_X^{-1} \hat{C}$ are bounded and lie in the union of the intervals in (4.2) with $\nu_1 < 1/2(1+\tau) - 3\tau/(2(1-\tau))$ and $\nu_n < 1/2(1-\tau)$.

Proof. Apply Theorem 4.7 with $L = G$ and $L = \text{diag}(G)$. If $\tau < 1$, we show that we can choose $\ell_{\text{min}} = 1 - \tau$ and $\ell_{\text{max}} = 1 + \tau$ in (4.10), which, in combination with Lemma 4.1, yields the assertion. Define $D_{\alpha} := \text{diag}(A_{\alpha})$, $\alpha \in \mathcal{F}_{2d}$, and, in (4.13), we obtain

$$\frac{\text{tr}(A^T \alpha, D_0)}{\text{tr}(D_0)} \leq \frac{\|D_{\alpha}\|_F \|D_0\|_F}{\|D_0\|_F^2} = \frac{\|D_{\alpha}\|_F^2}{\|D_0\|_F^2}.$$  

Furthermore, we estimate

$$\|D_{\alpha}\|_F^2 = \sum_{i=1}^{N_u} \left( \int_D \langle T^{-1} \rangle \frac{\sigma_{|\alpha|}}{\sqrt{|\alpha|!}} \prod_{m=1}^{M} (\sqrt{\lambda_m} k_m(x))^{\alpha_m} \varphi_i \cdot \varphi_i \, dx \right)^2$$

$$\leq \frac{\sigma_{|\alpha|}}{\sqrt{\alpha!}} \prod_{m=1}^{M} (\sqrt{\lambda_m} \|k_m\|_{L^\infty(D)})^{2\alpha_m} \sum_{i=1}^{N_u} \left( \int_D \langle T^{-1} \rangle \varphi_i \cdot \varphi_i \, dx \right)^2 = c_{\alpha}^2 \|D_0\|_F^2.$$
Thus, \(-c_\alpha \leq \frac{v(L \hat{A}_1^d D_0)}{w(L\hat{D}_0^d D_0)} \leq c_\alpha, \alpha \in \mathcal{J}_{2d}^+\) and consequently,
\[
\lambda_{\text{max}}(G) \leq 1 + \sum_{\alpha \in \mathcal{J}_{2d}^+} c_\alpha \lambda_{\text{max}}(G_\alpha) \leq 1 + \sum_{\alpha \in \mathcal{J}_{2d}^+} c_\alpha b_\alpha = 1 + \tau,
\]
where \(b_\alpha\) is defined in (4.9). The bound \(\lambda_{\text{min}}(G) \geq 1 - \tau\) follows analogously, giving the desired result for \(L = G\). In Lemma 4.5 we established that for each \(\alpha \in \mathcal{J}_{2d}^+\) the spectral bounds for \(G_\alpha\) also hold for \(\text{diag}(G_\alpha)\). Hence, replacing \(G_\alpha\) by \(\text{diag}(G_\alpha)\) in (4.17) also yields the upper bound
\[
\lambda_{\text{max}}(\text{diag}(G)) \leq 1 + \sum_{\alpha \in \mathcal{J}_{2d}^+} c_\alpha \lambda_{\text{max}}(\text{diag}(G_\alpha)) \leq 1 + \sum_{\alpha \in \mathcal{J}_{2d}^+} c_\alpha b_\alpha \leq 1 + \tau,
\]
and similarly, \(\lambda_{\text{min}}(\text{diag}(G)) \geq 1 - \tau\), which completes the proof for the case \(L = \text{diag}(G)\). \(\Box\)

The spectral inclusion bounds in Corollaries 4.8–4.9 are of course of limited value in practise. They do not provide information on the clustering of the eigenvalues and cannot be used to predict a priori, which preconditioner will perform best in terms of iteration counts. Indeed, we have derived the same bounds for both \(\hat{P}_1\) and \(\hat{P}_2\) in Corollary 4.9 but we shall see in Section 6 that the performance of these preconditioners, in terms of MINRES iterations, is by no means the same. The bounds do tell us, however, that iteration counts, for all the preconditioners, are likely to be affected by \(\sigma_G, d\) and \(M\) since those parameters influence \(\tau\). When \(\tau < 1\), we can see that the bound in Corollary 4.8 for \(\hat{P}_1\) is better than the bound in Corollary 4.9 for the preconditioners \(\hat{P}_1\) and \(\hat{P}_2\). This fits with our intuition since for \(\tau < 1\), \(\sigma_G\) and \(d\) have to be small and we’d expect the mean-based preconditioner \(\hat{P}_1\) to perform adequately in that case.

**4.4. Practical Schur complement preconditioners.** Computing the actions of \(\hat{P}_1^{-1}, \hat{P}_1^{-1}\), and \(\hat{P}_2^{-1}\) involves solving \(N_\xi\) linear systems with the sparse coefficient matrix \(S_0 = BD_0^{-1}B^T\). Since \(S_0\) is a discrete representation of the elliptic differential operator \(\nabla \cdot (T) \nabla\), those systems can be solved approximately in \(O(N_\xi)\) operations, using a wide variety of standard multigrid methods. In Section 6 we apply, specifically, one V-cycle of a black-box algebraic multigrid method (AMG, see [7]).

To analyze the impact of this extra approximation, let \(V_0\) be an approximation to \(S_0\) that satisfies
\[
0 < \theta^2 \leq \frac{w^T S_0 w}{w^T V_0 w} \leq \Theta^2, \quad \forall w \in \mathbb{R}^{N_\xi} \setminus \{0\}, \quad \text{for some } \theta, \Theta \in \mathbb{R}^+. \tag{4.18}
\]

**Lemma 4.10.** Let \(\hat{X} = L \otimes D_0\), where \(L \in \mathbb{R}^{N_\xi \times N_\xi}\) is symmetric and positive definite. Let \(0 < \nu_1 \leq \cdots \leq \nu_n, n = N_\xi N_\zeta,\) denote the eigenvalues of \(\hat{X}^{-1}A\). The eigenvalues of \(\hat{P}_1^{-1}\hat{C}\), where
\[
\hat{P}_{\text{amg}} = \begin{bmatrix}
L \otimes D_0 & 0 \\
0 & L^{-1} \otimes V_0
\end{bmatrix},
\]
and \(\hat{C}\) denotes the Galerkin matrix in (3.1), lie in the union of the intervals
\[
\left[\frac{1}{2}(\nu_1 - \sqrt{\nu_1^2 + 4\Theta^2}), \frac{1}{2}(\nu_n - \sqrt{\nu_n^2 + 4\Theta^2})\right] \cup \left[\nu_1, \frac{1}{2}(\nu_n + \sqrt{\nu_n^2 + 4\Theta^2})\right].
\]

**Proof.** (4.19) is a preconditioner of the form (1.2) with \(\hat{X} = L \otimes D_0\) where \(\hat{B}\hat{X}^{-1}\hat{B}^T = L^{-1} \otimes S_0\) has been approximated by \(L^{-1} \otimes V_0\). The result follows using [28, Corollary 3.4] by noting that the efficiency of that approximation only depends on the constants in (4.18) since
\[
\frac{v^T(\hat{B}\hat{X}^{-1}\hat{B})v}{v^T(L^{-1} \otimes V_0)v} = \frac{v^T(L^{-1} \otimes S_0)v}{v^T(L^{-1} \otimes V_0)v} = \frac{w^TS_0w}{w^TV_0w}
\]
for any \(v = u \otimes w \in \mathbb{R}^{N_\xi N_\zeta} \setminus \{0\}\) with \(u \in \mathbb{R}^{N_\xi}\) and \(w \in \mathbb{R}^{N_\zeta}\. \Box\)
Applying the (1,1) block of $\hat{P}_{amg}$ in each MINRES iteration requires $N_\xi$ solves with the diagonal matrix $D_0$ and $N_\eta$ solves with $L$. If $L$ is fully populated, this requires $O(N_\eta(N_\xi + N_\xi^2))$ operations, assuming a Cholesky decomposition of $L$ is given. If $L$ is diagonal, applying the (1,1) block of (4.19) costs only $O(N_\eta N_\xi)$ operations. Applying the (2,2) block of the preconditioner requires $N_\xi$ single AMG V-cycles on linear systems with coefficient matrix $S_\eta$ and $N_\xi$ multiplications with $L$. This requires $O(N_\eta(N_\xi + N_\xi^2))$ operations in general, or $O(N_\eta N_\xi)$ operations if $L$ is diagonal. In summary, applying the preconditioner costs less than one matrix-vector product with the saddle point matrix, if $L$ is diagonal. Moreover, if we store the Kronecker product factors of $\hat{C}$ instead of assembling it, applying $\hat{P}_{amg}$ is cheaper than one matrix-vector product with $\hat{C}$ even for a fully populated matrix $L$ (cf. the discussion at the end of Section 3.1).

5. Augmented preconditioners. We now focus on preconditioners of the form (1.3). To motivate a certain choice of weight matrix $\hat{W}$ we review, first, the discrete inf-sup condition.

The natural norms on the spaces $V$ and $W$ are, respectively,

$$\| v \|_V^2 = \left\langle \| v \|_{H(div;D)}^2, \right\rangle, \quad \| w \|_W^2 = \left\langle \| w \|_{L^2(D)}^2, \right\rangle.$$  \hspace{1cm} (5.1)

Define the finite element matrices $A_I \in \mathbb{R}^{N_\xi \times N_\xi}$, $D \in \mathbb{R}^{N_\xi \times N_\eta}$ and $N \in \mathbb{R}^{N_\eta \times N_\xi}$ via

$$[A_I]_{ij} = \langle \nabla \cdot \phi_i, \nabla \cdot \phi_j \rangle, \quad [D]_{ij} = \langle \nabla \cdot \phi_i, \nabla \cdot \phi_j \rangle, \quad [N]_{rs} = \langle \phi_r, \phi_s \rangle.$$  \hspace{1cm} (5.2)

Recalling that $G_0 = I$, for $v_{hd} \in V_h \otimes S_d$ and $w_{hd} \in W_h \otimes S_d$, we have

$$\| v_{hd} \|_V^2 = w^T (A_I + D) v, \quad \| w_{hd} \|_W^2 = w^T \hat{N} w,$$  \hspace{1cm} (5.3)

where $\hat{D} = I \otimes D$, $\hat{A}_I = I \otimes A_I$, $\hat{N} = I \otimes N$ and $v \in \mathbb{R}^{N_\xi}$ and $w \in \mathbb{R}^{N_\eta}$ are the coefficient vectors associated with $v_{hd}$ and $w_{hd}$ respectively. If discontinuous pressure approximation is used, note that $N$ is a diagonal matrix.

For our specific $V_h$, $W_h$ and $S_d$, it was shown in [15] that $\exists \beta > 0$ depending only on the physical domain and the Raviart-Thomas interpolation operator $\Pi_h : H^1(D) \to V_h$ [8, Ch.3] such that:

$$\sup_{v_{hd} \in V_h \otimes S_d \setminus \{0\}} \frac{\langle b(v_{hd}, w_{hd}) \rangle}{\| v_{hd} \|_V} \geq \beta \| w_{hd} \|_W \quad \forall w_{hd} \in W_h \otimes S_d.$$  \hspace{1cm} (5.4)

Equivalently, we have

$$\hat{\beta}^2 \leq \frac{v^T \hat{B}(\hat{A}_I + \hat{D})^{-1} \hat{B}^T v}{w^T \hat{N} w} \quad \forall v \in \mathbb{R}^{N_\xi} \setminus \{0\}$$

and writing $v = u \otimes w$ where $u \in \mathbb{R}^{N_\xi}$ and $w \in \mathbb{R}^{N_\eta}$ gives

$$\hat{\beta}^2 \leq \frac{v^T (I \otimes (B(A_I + D)^{-1} B^T) v}{w^T (I \otimes N) w} = \frac{w^T B(A_I + D)^{-1} B^T w}{w^T N w}.$$  \hspace{1cm} (5.5)

Now, for any deterministic finite element spaces $V_h$, $W_h$ that satisfy the usual inf-sup condition

$$\sup_{v_h \in V_h \setminus \{0\}} \frac{b(v_h, w_h)}{\| v_h \|_{H(div;D)}} \geq \beta \| w_h \|_{L^2(D)} \quad \forall w_h \in W_h,$$  \hspace{1cm} (5.6)

there exists a constant $\beta > 0$ independent of the characteristic mesh size $h$ such that

$$\beta^2 \leq \frac{w^T B(A_I + D)^{-1} B^T w}{w^T N w} \quad \forall w \in \mathbb{R}^{N_\eta} \setminus \{0\}.$$  \hspace{1cm} (5.7)

From (5.5) we see that $\hat{\beta}$ coincides with the deterministic inf-sup constant. This is not a coincidence. Starting from any deterministic pair $V_h$ and $W_h$ satisfying (5.6), the commutativity diagram (see [8, pp.131]) that connects $H(div;D)$, $L^2(D)$, $V_h$ and $W_h$ can be easily re-drawn for the tensor product spaces $H(div;D) \otimes S_d$, $L^2(D) \otimes S_d$, $V_h \otimes S_d$ and $W_h \otimes S_d$ for any $S_d \subset L^2_0(\Gamma)$.  \hspace{1cm} (5.8)
5.1. H(div) preconditioning. In [15], the so-called H(div) preconditioner

\[ \tilde{P}_{\text{div}} := \begin{bmatrix} \hat{A} + \hat{D} & 0 \\ 0 & \hat{N} \end{bmatrix}, \]  

(5.7)

is studied, where \( \hat{N} = I \otimes N \), \( \hat{D} = \hat{B}^T \hat{N}^{-1} \hat{B} = I \otimes B^T N^{-1} B \) and \( N \) is the deterministic mass matrix. \( \tilde{P}_{\text{div}} \) is equivalent to (1.3) with \( \gamma = 1 \) and weight matrix \( \hat{W} = \hat{N} \). Thanks to (5.3), \( \hat{N} \) provides a discrete representation of the norm \( \| \cdot \|_W \) on \( W_h \otimes \theta_d \). We also have

\[ v^T (\hat{A} + \hat{D}) v = \langle (T^{-1}_M v_{hd}, v_{hd}) \rangle + \langle (\nabla \cdot v_{hd}, \nabla \cdot v_{hd}) \rangle = \langle \| v_{hd} \|^2_{\text{div};T} \rangle. \]  

(5.8)

Choosing \( \hat{W} = \hat{N} \) allows us to express the eigenvalues of \( \tilde{P}_{\text{div}}^{-1} \hat{C} \) in terms of the inf-sup constant \( \hat{\beta} \) in (5.4). This leads to spectral inclusion bounds that are independent of the parameters \( h, d \) and \( M \). To obtain bounds that are also independent of \( T_{\text{min},M} \) and \( T_{\text{max},M} \) in (2.10) we consider a parameterized version of the same preconditioner.

**Theorem 5.1.** Let \( \gamma > 0 \). The generalized eigenvalue problem,

\[ \begin{pmatrix} \hat{A} & \hat{B}^T \\ \hat{B} & 0 \end{pmatrix} \begin{pmatrix} q \\ u \end{pmatrix} = \lambda \begin{pmatrix} \hat{A} + \gamma^{-1} \hat{B}^T \hat{N}^{-1} \hat{B} & 0 \\ 0 & \gamma \hat{N} \end{pmatrix} \begin{pmatrix} q \\ u \end{pmatrix}, \]  

(5.9)

has \( N_{\xi} N_q \) eigenvalues at +1. The remaining \( N_{\xi} N_u \) values are negative and lie in the bounded interval

\[ (-1, -\frac{\hat{\beta}^2 T_{\text{min},M}}{\gamma + \beta^2 T_{\text{min},M}}), \]  

(5.10)

where \( T_{\text{min},M} \) is defined in (2.10) and \( \hat{\beta} \) is the inf-sup constant defined in (5.4).

**Proof.** It is easy to see that all positive eigenvalues lie in a cluster at +1. This is a major benefit of augmented preconditioning. The remaining eigenvalues are negative and satisfy

\[ \hat{B} \left( \hat{A} + \gamma^{-1} \hat{B}^T \hat{N}^{-1} \hat{B} \right)^{-1} \hat{B}^T u = -\gamma \hat{N} u \]  

(5.11)

(see [34], [28]). The positive values \( -\lambda \) coincide with the values \( \frac{\tilde{\beta}^2}{1 + \sigma_i} \), where \( \sigma_i > 0 \) is an eigenvalue of \( (\gamma \hat{N})^{-1} \hat{B} \hat{A}^{-1} \hat{B}^T \). From (5.4) we have, for any \( w_{hd} \in W_h \otimes \theta_d \)

\[ T_{\text{min},M}^2 \| w_{hd} \|_W \leq \sup_{\nu \in V_h \otimes \theta_d \setminus \{0\}} \frac{\langle \langle \nabla \cdot v_{hd}, \nabla \cdot w_{hd} \rangle \rangle}{\| M^{-1,2}_{
abla} v_{hd} \|_{L^2(D)}} = \max_{\nu \in \mathbb{R}^{N_{\xi} \times N_q}} \frac{\nu^T \hat{B} \nu}{\| \nu \|^2_{\text{div};T}} = \left( w^T \hat{B} \hat{A}^{-1} \hat{B}^T w \right)^{\frac{1}{2}}. \]

Since \( \| w_{hd} \|_W = w^T \hat{N} \hat{w} \), we have \( \min_i \{ \sigma_i \} \geq -\tilde{\beta}^2 T_{\text{min},M} \) and the result follows. \[ \Box \]

Theorem 5.1 indicates that as \( \gamma \to 0 \) the negative eigenvalues cluster at -1. Choosing \( \gamma = O(T_{\text{min},M}) \) leads to a bound that is independent of the PDE coefficients. However, it is not desirable to choose \( \gamma \) too small, as this can cause numerical difficulties for preconditioned MINRES.

5.2. Alternative weight matrix. Now consider the alternative preconditioner

\[ \tilde{P}_{L,\text{div}} := \begin{bmatrix} \hat{A} + \gamma^{-1} \hat{B}^T \hat{W}_L^{-1} \hat{B} & 0 \\ 0 & \gamma \hat{W}_L \end{bmatrix}, \]  

(5.12)

where \( \hat{W}_L = L^{-1} \otimes N \) and \( L \in \mathbb{R}^{N_{\xi} \times N_{\xi}} \) is any symmetric positive definite matrix. The following result says that if \( \gamma \) and \( L \) are chosen appropriately, preconditioned MINRES will converge in a few iterations, independently of all the problem parameters.
Lemma 5.2. Let $L$ be a symmetric positive definite matrix. $\hat{P}_{L,\text{div}}^{-1} \hat{C}$ has $N_{\xi}N_q$ eigenvalues at +1. The remaining $N_{\xi}N_a$ eigenvalues are negative and contained in the interval $(-1, -c]$, where

$$c := \frac{\beta^2 \ell_{\min} T_{\min, M}}{\gamma + \beta^2 \ell_{\min} T_{\min, M}} > 0,$$

$T_{\min, M}$ is defined in (2.10), $\beta$ is defined in (5.4) and $\ell_{\min} > 0$ is the minimum eigenvalue of $L$.

Proof. Follow the proof of Theorem 5.1 and substitute $\hat{W}_L = L^{-1} \otimes N$ for $\hat{N}$. This time, $\sigma_i > 0$ is an eigenvalue of $(\gamma \hat{W}_L)^{-1} (\hat{B} \hat{A}^{-1} \hat{B}^T)$ and from (5.4) we have

$$\beta^2 \leq \frac{1}{T_{\min, M}} \frac{w^T \hat{B} \hat{A}^{-1} \hat{B}^T w}{w^T \hat{W}_L w} \quad \text{and} \quad \frac{1}{\ell_{\min} T_{\min, M}} \frac{w^T \hat{B} \hat{A}^{-1} \hat{B}^T w}{w^T \hat{W}_L w} \quad \forall w \in \mathbb{R}^{N_s} \setminus \{0\}.$$  

To apply (5.12) we need to be able to approximate the action of $(\hat{A} + \gamma^{-1} \hat{B} \hat{W}_L^{-1} \hat{B})^{-1}$. A multigrid method that exploits the bilinear form (5.8) was introduced in [15] to solve linear systems of equations with coefficient matrix $\hat{A} + \hat{B}^T \hat{W}_L^{-1} \hat{B}$. If $L = I$, $\hat{W}_L = I \otimes N$ and

$$v^T \left( \hat{A} + \gamma^{-1} \hat{B}^T \hat{W}_L^{-1} \hat{B} \right) v = \left( (T_{\min}^1 v_{bd}, v_{hd}) \right) + \gamma^{-1} \left( \langle \nabla \cdot v_{bd}, \nabla \cdot v_{bd} \rangle \right).$$

The multigrid method from [15] can be applied, even if $\gamma \neq 1$. It becomes excessively expensive, however, as $M$ and $d$ increase as it requires exact solves with matrices of dimension $O(N_{\xi}) \times O(N_{\xi})$ at each smoothing step, at each level. For an arbitrary matrix $L$ there is no obvious bilinear form on $V_h \otimes S_d$ to which $\hat{A} + \gamma^{-1} \hat{B}^T \hat{W}_L^{-1} \hat{B}$ corresponds that can be used to develop a practical solution algorithm. Our motivation for allowing $L \neq I$ is as follows.

5.3. Cheaper preconditioner. For brevity, let $\hat{D}_L = \hat{B}^T \hat{W}_L^{-1} \hat{B}$. To develop a cheaper preconditioner than the one studied in [15] we want to replace $\hat{A}$ in (5.12) with an approximation of the form $\hat{X} = L \otimes A_0$. If $\hat{W}_L = L^{-1} \otimes N$ then

$$\hat{X} + \gamma^{-1} \hat{D}_L = L \otimes A_0 + \gamma^{-1} L \otimes B^T N^{-1} B = L \otimes (A_0 + \gamma^{-1} B^T N^{-1} B).$$

The right Kronecker factor in (5.15) is associated with a weighted deterministic $H(\text{div})$ bilinear form on $V_h$. Specifically, for any $v_h \in V_h$, with associated coefficient vector $v \in \mathbb{R}^{N_s}$, we have

$$v^T (A_0 + \gamma^{-1} B^T N^{-1} B) v = (0, v_h) + \gamma^{-1} (\nabla \cdot v_h, \nabla \cdot v_h).$$

Crucially, this means that existing deterministic solvers can be exploited (e.g. see [1], [17]) since

$$(\hat{X} + \gamma^{-1} \hat{D}_L)^{-1} = L^{-1} \otimes (A_0 + \gamma^{-1} B^T N^{-1} B)^{-1}.$$  

To analyze the efficiency of the resulting preconditioner

$$\hat{P}_{X, \text{div}} := \begin{bmatrix} \hat{X} + \gamma^{-1} \hat{D}_L & 0 \\ 0 & \gamma \hat{W}_L \end{bmatrix}$$

compared to (5.12), we need the following result.

Lemma 5.3. Let $\hat{X}$ be symmetric and positive definite and let $0 < \nu_1 \leq \ldots \leq \nu_n$ where $n = N_{\xi}N_q$, be the eigenvalues of $\hat{X}^{-1} \hat{A}$. The generalised eigenvalue problem

$$(\hat{A} + \gamma^{-1} \hat{D}_L) v = \lambda (\hat{X} + \gamma^{-1} \hat{D}_L) v$$

has $N_{\xi}(N_q - N_a)$ eigenvalues independent of $\gamma$ which are contained in the interval $[\nu_1, \nu_n]$. All $N_{\xi}N_q$ eigenvalues are contained in the interval $[\alpha_1, \alpha_2]$ where $\alpha_1 = \min(1, \nu_1)$ and $\alpha_2 = \max(1, \nu_n)$.  
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Proof. $\hat{X}$ and $\hat{A}$ are positive definite and $\hat{D}_L$ is positive semi-definite so $\lambda > 0$. If $v \in \text{null}(\hat{B})$ then $\hat{A}v = \lambda \hat{X}v$. $\hat{B}$ has a nullspace of dimension $N_{\xi}(N_q - N_u)$, so at least $N_{\xi}(N_q - N_u)$ eigenvalues are contained in the interval $[\nu_1, \nu_n]$. Rearranging (5.18) gives

$$\gamma(\hat{A} - \lambda \hat{X})v = (\lambda - 1)\hat{D}_Lv.$$  \hfill (5.19)

If $(\lambda - 1) \leq 0$ then $\hat{A} - \lambda \hat{X}$ is negative semi-definite and $\nu_1 \leq \lambda \leq 1$. If $\lambda > 1$ then $\hat{A} - \lambda \hat{X}$ is positive semi-definite and $1 < \lambda \leq \nu_n$. Hence $\lambda \in [\nu_1, 1] \cup (1, \nu_n]$. \(\square\)

Note that if, for the chosen $\hat{X}$, we have $\nu_1 \leq 1 \leq \nu_n$ then all eigenvalues in (5.18) lie in $[\nu_1, \nu_n]$.

Remark 5.4. Lemma 5.3 says that a subset of eigenvalues in (5.18) are insensitive to $\gamma$ and depend only on $\hat{X}$. Observe also that if $v \notin \text{null}(\hat{B})$, $\hat{D}_Lv \neq 0$ and so if $\gamma \to 0$ in (5.19) then $\lambda \to 1$. Hence the remaining eigenvalues can be forced to cluster at $+1$ by choosing $\gamma$ small enough.

Lemma 5.5. Let $\hat{X}$ satisfy the conditions of Lemma 5.3 and let $\hat{W}_L = L^{-1} \otimes N$ where $L$ is symmetric and positive definite. Then, the eigenvalues of

$$\begin{pmatrix}
\hat{A} & \hat{B}^T \\
\hat{B} & 0
\end{pmatrix}
\begin{pmatrix}
v \\
u
\end{pmatrix} = \lambda
\begin{pmatrix}
\hat{X} + \gamma^{-1}\hat{D}_L & 0 \\
0 & \gamma \hat{W}_L
\end{pmatrix}
\begin{pmatrix}
v \\
u
\end{pmatrix}$$  \hfill (5.20)

are contained in the union of the intervals

$$[-\sqrt{\alpha_2}, \frac{1}{2} \left( \alpha_1(1-c) - \sqrt{\alpha_1^2(c-1)^2 + 4\alpha_1} \right)] \cup [\alpha_1, \alpha_2],$$  \hfill (5.21)

where $c$ is defined in (5.13) and $\alpha_1 = \min(1, \nu_1)$ and $\alpha_2 = \max(1, \nu_n)$.

Proof. This result is similar to [15, Theorem 6] which is for the deterministic problem with $\gamma = 1$, $L = I$ and $\alpha_2 = 1$. Eliminating $u$ in (5.20) and rearranging gives

$$\lambda(\hat{A} + \gamma^{-1}\hat{D}_L)q + \gamma^{-1}(1 - \lambda)\hat{D}_Lq = \lambda^2(\hat{X} + \gamma^{-1}\hat{D}_L)q.$$  

Let $\lambda > 0$. Since $\text{null}(\hat{D}_L) = \text{null}(\hat{B})$ at least $N_{\xi}(N_q - N_u)$ eigenvalues are contained in $[\nu_1, \nu_n]$ and are independent of $\gamma$. The remaining $N_{\xi}N_u$ positive eigenvalues must satisfy $\lambda \to 1$ as $\gamma \to 0$. Lemma 5.3 says that $\gamma^{-1}(1 - \lambda)\hat{D}_Lq \leq (\lambda^2\alpha_1^{-1} - \lambda)\hat{D}_Lq$. If $\lambda \leq 1$ then since $\hat{D}_Lq \geq 0$ we must have $\lambda^2\alpha_1^{-1} - \lambda \geq 0$ and so $\lambda \in [\alpha_1, 1]$. Similarly, if $\lambda > 1$ then $\lambda^2\alpha_2^{-1} - \lambda \leq 0$ and so $\lambda \in (1, \alpha_2]$. Hence the positive eigenvalues belong to $[\alpha_1, 1] \cup (1, \alpha_2] = [\alpha_1, \alpha_2]$.

Now let $\lambda < 0$. Eliminating $q$ gives

$$\hat{B}(\hat{X} + \gamma^{-1}\hat{D}_L) - \hat{A})^{-1}\hat{B}^Tu = \lambda \hat{W}_Lu.$$  

These $N_{\xi}N_u$ eigenvalues coincide with the values $\frac{\alpha_2}{1+\sigma_i}$ where $-1 < \sigma_i < 0$ is an eigenvalue of

$$\hat{B} \left( \hat{X} + \gamma^{-1}\hat{D}_L \right) - \left( \hat{A} + \gamma^{-1}\hat{D}_L \right) \right)^{-1}\hat{B}^Tu = \sigma \hat{W}_Lu.$$  

The eigenvalues of $(\hat{X} + \gamma^{-1}\hat{D}_L) - (\hat{A} + \gamma^{-1}\hat{D}_L)^{-1}x = \mu(\hat{A} + \gamma^{-1}\hat{D}_L)^{-1}x$ satisfy

$$\frac{\lambda \mu}{1 + \mu} = \frac{x^T(\hat{A} + \gamma^{-1}\hat{D}_L)x}{x^T(\hat{X} + \gamma^{-1}\hat{D}_L)x}.$$  \hfill (5.22)

Setting $x = \hat{B}^Tu$ and using Lemma 5.3 it can then be shown that

$$\frac{\alpha_2}{\lambda - \alpha_2} \leq \frac{u^T\hat{B}(\hat{X} + \gamma^{-1}\hat{D}_L) - (\hat{A} + \gamma^{-1}\hat{D}_L)^{-1}\hat{B}^Tu}{u^T\hat{B}(\hat{A} + \gamma^{-1}\hat{D}_L)^{-1}\hat{B}^Tu} \leq \frac{\alpha_1}{\lambda - \alpha_1}.$$  

and using Lemma 5.2 that
\[
\frac{\alpha_2}{\lambda - \alpha_2} \leq \frac{\mathbf{u}^T \tilde{B} (\lambda (\tilde{X} + \gamma^{-1} \tilde{D}_L)) - (\tilde{A} + \gamma^{-1} \tilde{D}_L))^{-1} \tilde{B}^T \mathbf{u}}{\mathbf{u}^T (\gamma W_L) \mathbf{u}} \leq \frac{c \alpha_1}{\lambda - \alpha_1}.
\]
Hence \(\frac{\alpha_2}{\lambda} \leq \frac{c \alpha_1}{\lambda + \alpha_1 (c - 1)}\). This gives \(\alpha_2 \geq \lambda^2\) and \(\lambda^2 + \lambda \alpha_1 (c - 1) - c \alpha_2 \geq 0\) and solving for \(\lambda\) gives the result. \(\square\)

**Remark 5.6.** If \(\tilde{X} = \tilde{A}\), \(\alpha_1 = 1 = \alpha_2\) and (5.21) reduces to the bound in Lemma 5.2.

**Remark 5.7.** If \(\gamma \to 0\) then, in (5.13), \(c \to 1\), leading to spectral inclusion bounds (5.21) that depend only on \(\alpha_1\) and \(\alpha_2\) i.e. on the choice of \(\tilde{X}\). However, in the limit \(\gamma \to 0\), (5.21) is pessimistic. In (5.22), \(x = \tilde{B}^T \mathbf{u} \notin \text{null}(\tilde{B})\). By Remark 5.4, the bound \([\alpha_1, \alpha_2]\) is pessimistic for that subset of eigenvalues of (5.18) and, in fact, for the given \(x\), \(\frac{\lambda \nu_1}{1 + \nu_1} \to 1\) as \(\gamma \to 0\). Asymptotically, then (5.21) reduces to \([-1] \cup [\alpha_1, \alpha_2]\). A subset of the positive eigenvalues of the preconditioned system in (5.20) are also forced to \(+1\) as \(\gamma \to 0\). There remain, however, \(N \xi (N_q - N_u)\) positive eigenvalues lying in \([\nu_1, \nu_n]\) that are completely insensitive to \(\gamma\) and that can only be controlled via the choice of \(\tilde{X}\).

In view of (5.15) we’d like to choose \(\tilde{X} = L \otimes A_0\) so that known deterministic solvers can be exploited. In that case, we have
\[
\tilde{X}^{-1} \tilde{A} = L^{-1} \otimes I + \sum_{\alpha \in \mathcal{S}_d^\ell} L^{-1} G_\alpha \otimes A_0^{-1} A_\alpha.
\]
From our study of Schur-complement preconditioners, it is clear that we cannot achieve spectral inclusion bounds for \(\tilde{X}^{-1} \tilde{A}\) that are independent of all the problem parameters. However, by Remark 5.7, there is hope that by choosing \(\gamma\) appropriately, the weakness of the approximation \(\tilde{X}\) will only have an impact on the positive eigenvalues of the preconditioned system.

**Lemma 5.8.** Let \(\tilde{X} = L \otimes A_0\) where \(L \in \mathbb{R}^{N_q \times N_q}\) is any symmetric positive definite matrix whose eigenvalues lie in the interval \([\ell_{\min}, \ell_{\max}]\), where \(0 < \ell_{\min} \leq \ell_{\max}\). For each \(\alpha \in \mathcal{S}_d^\ell\), define \(c_\alpha\) as in (4.4), and \(b_\alpha\) as in (4.9). Then, the eigenvalues of \(\tilde{X}^{-1} \tilde{A}\) lie in the interval
\[
\left[ \frac{1}{\ell_{\max}} - \frac{\tau}{\ell_{\min}}, \frac{1 + \tau}{\ell_{\min}} \right], \quad \tau := \sum_{\alpha \in \mathcal{S}_d^\ell} b_\alpha c_\alpha > 0.
\]

**Proof.** Follow the proof of Theorem 4.7 replacing \(D_0 = \text{diag}(A_0)\) with \(A_0\). \(\square\)

Since \(\tilde{A}\) is positive definite, \(\nu_1 = \lambda_{\min}(\tilde{X}^{-1} \tilde{A}) > 0\) but the lower bound in (5.24) is not necessarily positive. The message is clear, however. Since \(\tau\) increases with \(d, \sigma_G\) and \(M\) a good choice of \(L\) is a matrix that damps out ill-conditioning caused by those parameters.

**5.4. Mean-based preconditioners.** For comparison, consider first \(L = I\). Then \(\tilde{X} = I \otimes A_0\) and (5.17) is the mean-based preconditioner
\[
\tilde{P}_{0, \text{div}} := \begin{bmatrix} I \otimes (A_0 + \gamma^{-1} B^T N^{-1} B) & 0 \\ 0 & I \otimes \gamma N \end{bmatrix}.
\]

**Corollary 5.9.** The eigenvalues of \(\tilde{P}_{0, \text{div}}^{-1} \tilde{C}\) are bounded and contained in the union of the intervals in (5.21) where \(c\) is defined in (5.13) with \(l_{\min} = 1\), \(\alpha_1 = \nu_1 \geq 1 - \tau\) and \(\alpha_2 = \nu_n \leq 1 + \tau\).

**Proof.** From (5.23) we have \(\tilde{X}^{-1} \tilde{A} = \tilde{I} + \tilde{S}\) where \(\tilde{I}\) is the \(N \xi N_q \times N \xi N_q\) identity matrix and \(\tilde{S}\) is indefinite. Using Lemma 5.8 with \(L = I\) gives \(1 - \tau \leq \nu_1\) and \(\nu_n \leq 1 + \tau\). We also have \(1 \leq \nu_1 \leq \nu_n\) and so the result follows by Lemma 5.5. \(\square\)

When \(\sigma_G\) and \(d\) are large we can expect this preconditioner, like the Schur-complement preconditioner \(\tilde{P}_0\), to lose efficiency.
5.5. Kronecker product preconditioners. Alternatively, we can again adopt the best-fit approach introduced in [32]. If we choose $\hat{X} = Q \otimes A_0$ with

$$Q = \text{argmin}\{H \in \mathbb{R}^{N_L \times N_L} : ||\hat{A} - H \otimes A_0||_F\}$$

we arrive at the preconditioner

$$\hat{P}_{1,\text{div}} := \begin{bmatrix} Q \otimes (A_0 + \gamma^{-1} B^T N^{-1} B) & 0 \\ 0 & Q^{-1} \otimes \gamma N \end{bmatrix}$$ (5.26)

where $Q$ is the symmetric and positive definite matrix

$$Q = I + \sum_{\mathbf{x} \in \mathcal{F}_{2d}} \frac{\text{tr}(A_{\mathbf{x}}^T A_{\mathbf{x}})}{\text{tr}(A_{\mathbf{x}} A_{\mathbf{x}})} G_{\mathbf{x}}$$ (5.27)

(cf. [33, Theorem 3]). Since $L = Q \in \mathbb{R}^{N_L \times N_L}$ is not diagonal we also consider

$$\hat{P}_{2,\text{div}} := \begin{bmatrix} \text{diag}(Q) \otimes (A_0 + \gamma^{-1} B^T N^{-1} B) & 0 \\ 0 & \text{diag}(Q)^{-1} \otimes \gamma N \end{bmatrix}.$$ (5.28)

**Corollary 5.10.** The eigenvalues of $\hat{P}_{1,\text{div}}^{-1} \hat{C}$ and $\hat{P}_{2,\text{div}}^{-1} \hat{C}$ are bounded and contained in the union of the intervals in (5.21) where $c$ is defined in (5.13) with $l_{\text{min}} \geq 1 - \tau$.

**Proof.** Apply Lemma 5.5. The lower bound for $l_{\text{min}}$ can be established as in Corollary 4.9. □

5.6. Practical augmented preconditioners. In [1]–[2], a geometric multigrid method for solving linear systems of equations arising from discretizations of the bilinear form (5.16) is analyzed. Specifically, [2] shows that when $t_0$ is constant, the matrix $V_0^{\text{div}}$ whose inverse corresponds to the application of one multigrid V-cycle to a system with coefficient matrix $A_0 + \gamma^{-1} B^T N^{-1} B$, satisfies

$$1 - \delta \leq \frac{\mathbf{v}^T (A_0 + \gamma^{-1} B^T N^{-1} B) \mathbf{v}}{\mathbf{v}^T V_0^{\text{div}} \mathbf{v}} \leq 1, \quad \forall \mathbf{v} \in \mathbb{R}^{N_L} \setminus \{0\}$$ (5.29)

where $\delta > 0$ is a constant depending only on the number of smoothing steps performed. In Section 6 we implement the method from [1]–[2]. However, any $V_0^{\text{div}}$ which satisfies (5.29) and whose inverse can be applied in $O(N_s)$ work, can be used as a building block to obtain practical versions of the preconditioners (5.25), (5.26) and (5.28). Consider, then

$$\hat{P}_{L,\text{div,mg}} := \begin{bmatrix} L \otimes V_0^{\text{div}} & 0 \\ 0 & L^{-1} \otimes \gamma N \end{bmatrix}.$$ (5.30)

**Corollary 5.11.** Let $V_0^{\text{div}} \in \mathbb{R}^{N_s \times N_s}$ be any matrix that satisfies (5.29). The eigenvalues of $\hat{P}_{L,\text{div,mg}}^{-1} \hat{C}$ are contained in the union of the intervals (5.21) where $\alpha_1$ is replaced by $\hat{\alpha}_1 = (1 - \delta) \alpha_1$.

**Proof.** Follow the proof of Lemma 5.5 replacing $\hat{X}_L + \gamma^{-1} \hat{D}_L$ in the (1,1) block of the preconditioner with $L \otimes V_0^{\text{div}}$. For $\lambda > 0$ we obtain

$$\lambda (\hat{A} + \gamma^{-1} \hat{D}_L) \mathbf{q} + \gamma^{-1} (1 - \lambda) \hat{D}_L \mathbf{q} = \lambda^2 (L \otimes V_0^{\text{div}}) \mathbf{q}.$$ (5.31)

Observe that for any $\mathbf{q} \in \mathbb{R}^{N_L N_s}$ with $\mathbf{q} = \mathbf{u} \otimes \mathbf{v}$,

$$\frac{\mathbf{q}^T (\hat{A} + \gamma^{-1} \hat{D}_L) \mathbf{q}}{\mathbf{q}^T (L \otimes V_0^{\text{div}}) \mathbf{q}} = \frac{\mathbf{q}^T (\hat{A} + \gamma^{-1} \hat{D}_L) \mathbf{q}}{\mathbf{q}^T (L \otimes (A_0 + \gamma^{-1} B^T N^{-1} B)) \mathbf{q}} \frac{\mathbf{q}^T (L \otimes (A_0 + \gamma^{-1} B^T N^{-1} B)) \mathbf{q}}{\mathbf{q}^T (L \otimes V_0^{\text{div}}) \mathbf{q}}$$

$$= \frac{\mathbf{q}^T (\hat{A} + \gamma^{-1} \hat{D}_L) \mathbf{q}}{\mathbf{q}^T (\hat{X}_L + \gamma^{-1} \hat{D}_L) \mathbf{q}} \frac{\mathbf{q}^T (A_0 + \gamma^{-1} B^T N^{-1} B) \mathbf{v}}{\mathbf{q}^T V_0^{\text{div}} \mathbf{v}}.$$
Hence, if (5.29) holds, the eigenvalues of $(\tilde{A} + \gamma^{-1}\tilde{D}_L)v = \mu(L \otimes V_0^{div})v$ belong to the interval $[\tilde{\alpha}_1, \alpha_2]$ where $\tilde{\alpha}_1 = (1 - \delta)\alpha_1$ and (from Lemma 5.3) $\alpha_1 = \min(1, \nu_1)$ and $\alpha_2 = \max(1, \nu_n)$ with $\nu_1 = \lambda_{\min}(\tilde{X}_L^{-1}\tilde{A})$ and $\nu_n = \lambda_{\max}(\tilde{X}_L^{-1}\tilde{A})$. In (5.31) we then have
\[
\gamma^{-1}(1 - \lambda)q^T\tilde{D}_Lq \leq (\lambda^2\tilde{\alpha}_1^{-1} - \lambda)q^T(\tilde{A} + \gamma^{-1}\tilde{D})q.
\]
If $\lambda \leq 1$ then $\lambda^2\tilde{\alpha}_1^{-1} - \lambda \leq 0$ so $\lambda \in [\tilde{\alpha}_1, 1]$. If $\lambda > 1$ then $\lambda^2\alpha_2^{-1} - \lambda \leq 0$ and so $\lambda \in (1, \alpha_2]$. Hence the positive eigenvalues belong to $[\tilde{\alpha}_1, 1] \cup (1, \alpha_2] = [\tilde{\alpha}_1, \alpha_2]$. The bound for the negative eigenvalues follows from (5.22) with $\tilde{X}_L + \gamma^{-1}\tilde{D}_L$ replaced by $L \otimes V_0^{div}$ and $\alpha_1$ replaced by $\tilde{\alpha}_1$.

Remark 5.12. The performance of $\hat{P}_{L,\text{div},mg}$ in (5.30) depends on $\delta$ in (5.29). For the multigrid method from [1]–[2], $\delta$ depends on the number of smoothing steps and potentially on $t_0(\mathbf{x})$ (if it is not spatially constant) but is independent of the augmentation parameter $\gamma$.

Applying the (1, 1) block of $\hat{P}_{L,\text{div},mg}$, in each MINRES iteration, requires $\mathcal{N}_\xi$ single V-cycles of a multigrid method on systems with coefficient matrix $A_0 + \gamma^{-1}B^TN^{-1}B$ and $\mathcal{N}_\xi$ solves with $L$. Assuming the multigrid method is optimal, the cost per iteration is $O((\mathcal{N}_\xi + N^2_\xi)\mathcal{N}_\eta)$ if $L = Q$ (and a Cholesky decomposition is given) or $O(\mathcal{N}_\xi\mathcal{N}_\eta)$ if $L$ is diagonal. Inverting the (2, 2) block requires $\mathcal{N}_\xi$ multiplications with $L$ and $\mathcal{N}_\xi$ solves with the diagonal matrix $\mathcal{N}$. The associated cost is $O((\mathcal{N}_\xi + N^2_\xi)\mathcal{N}_\eta)$ if $L = Q$ or $O(\mathcal{N}_\xi\mathcal{N}_\eta)$ if $L$ is diagonal. Once again, if $\hat{C}$ is not assembled, the cost of applying each preconditioner is less than the cost of a matrix-vector product with $\hat{C}$. Note that increasing the number of smoothing steps $\nu$ in a multigrid method improves the constant $\delta$ in (5.29), so MINRES iterations, and hence matrix-vector products, can be saved for a fixed $L$, by increasing $\nu$.

6. Numerical examples. We discretize (2.3) on the unit square with $f(\mathbf{x}) = 1$ and $g(\mathbf{x}) = 0$. For the spatial discretization we employ $RT_0 - P_0$ triangular elements. The finite element mesh consists of $32^2$ squares, each divided into two triangles, resulting in $\mathcal{N}_x = N_q + N_v = 5,184$ spatial degrees of freedom. The coefficient $T$ is modelled as a lognormal random field as discussed in Section 2.2. The Gaussian field $G$ is a truncated KL expansion, with $\mu_G = 1$ and standard deviation $\sigma_G \geq 0$. The covariance function is $\text{Cov}_G(\mathbf{x}, \mathbf{y}) = \sigma_G^2 e^{rK_1(\mathbf{r})}$ where $r = \| \mathbf{x} - \mathbf{y} \|_2$ and $K_1$ is the modified Bessel function of the second kind with order one. We use $M = 5$ random variables in (2.12) to capture 97% of the Gaussian field’s total variance and $S_d$ consists of polynomials of total degree $d$ in those 5 variables. The dimension of the resulting Galerkin matrix is given in Table 6.1.

Table 6.1

<table>
<thead>
<tr>
<th>$d$</th>
<th>$\mathcal{N}_\xi$</th>
<th>$\mathcal{N}_x$</th>
<th>$\mathcal{N}_\eta$</th>
<th>$\mathcal{N}<em>\xi\mathcal{N}</em>\eta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>21</td>
<td>126</td>
<td>252</td>
</tr>
<tr>
<td>2</td>
<td>21</td>
<td>126</td>
<td>462</td>
<td>1,287</td>
</tr>
<tr>
<td>3</td>
<td>108,864</td>
<td>290,304</td>
<td>653,184</td>
<td>1,306,368</td>
</tr>
</tbody>
</table>

Below, we report preconditioned MINRES iteration counts for the model problem and investigate the robustness of all the preconditioners discussed, with respect to $d$ and $\sigma_G$. All experiments were performed in MATLAB 7.5 and the stopping criterion for the iteration was a reduction of the Euclidean norm of the preconditioned relative residual error to $tol = 10^{-8}$.

6.1. Schur complement preconditioning. First, we apply the preconditioners $\hat{P}_0$, $\hat{P}_1$, and $\hat{P}_2$ from (4.11), (4.14) and (4.16), and the cheaper multigrid versions (4.19). The multigrid experiments were performed with a MATLAB version of the black-box AMG code HSL_MI20 [7] using one pre and post smoothing step. Timings are reported in parentheses (in seconds) and include set-up.

As expected, $\hat{P}_0$ is not robust with respect to variations in $d$ and $\sigma_G$. Replacing $L = I$ with $L = G$ and $\text{diag}(G)$, saves a significant number of iterations when $d$ and $\sigma_G$ are large. For $d = 4$ and
Table 6.2

<table>
<thead>
<tr>
<th>$\sigma_G$</th>
<th>exact version</th>
<th>multigrid version</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$d=1$</td>
<td>$d=2$</td>
</tr>
<tr>
<td>$\tilde{P}_0$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>45</td>
<td>53</td>
</tr>
<tr>
<td>0.4</td>
<td>57</td>
<td>83</td>
</tr>
<tr>
<td>0.6</td>
<td>72</td>
<td>129</td>
</tr>
<tr>
<td>0.8</td>
<td>93</td>
<td>204</td>
</tr>
<tr>
<td>1.0</td>
<td>118</td>
<td>316</td>
</tr>
<tr>
<td>$\tilde{P}_1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>37</td>
<td>40</td>
</tr>
<tr>
<td>0.4</td>
<td>43</td>
<td>50</td>
</tr>
<tr>
<td>0.6</td>
<td>47</td>
<td>63</td>
</tr>
<tr>
<td>0.8</td>
<td>54</td>
<td>80</td>
</tr>
<tr>
<td>1.0</td>
<td>61</td>
<td>98</td>
</tr>
<tr>
<td>$\tilde{P}_2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>45</td>
<td>53</td>
</tr>
<tr>
<td>0.4</td>
<td>56</td>
<td>78</td>
</tr>
<tr>
<td>0.6</td>
<td>70</td>
<td>114</td>
</tr>
<tr>
<td>0.8</td>
<td>84</td>
<td>165</td>
</tr>
<tr>
<td>1.0</td>
<td>100</td>
<td>234</td>
</tr>
</tbody>
</table>

$\sigma_G = 1.0$, using $\tilde{P}_1$ in place of $\tilde{P}_0$ saves 16 hours of computation time! Although the cost per iteration is higher for $\tilde{P}_1$ than $\tilde{P}_2$, the number of iterations saved with $\tilde{P}_1$ is substantial and increases with $d$.

The deficiency of all the Schur-complement preconditioners is that they rely on cheap approximations to $\hat{A}$ and $\hat{A}^{-1}$. Here, approximating $\hat{A}$ with $L \otimes \text{diag}(A_0)$ provides a cheap preconditioner that can be implemented with known deterministic algorithms. The approximation is optimal with respect to $h, \mu_G$ and $M$ but the approximation is just too weak with respect to $d$ and $\sigma_G$.

6.2. Augmented preconditioning. Next, we apply the preconditioners from Section 5. First we apply the ideal preconditioner $\tilde{P}_{\text{div}}$ with $\gamma = 10^{-3}$. The results in Table 6.3 confirm the result from Theorem 5.1, namely that the eigenvalues of $\tilde{P}_{\text{div}}^{-1}C$ are clustered at $\pm 1$ when $\gamma$ is small enough.

Table 6.3

<table>
<thead>
<tr>
<th>$d$</th>
<th>$\sigma_G = 0.2$</th>
<th>$\sigma_G = 0.4$</th>
<th>$\sigma_G = 0.6$</th>
<th>$\sigma_G = 0.8$</th>
<th>$\sigma_G = 1.0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

Fixing $\gamma = 10^{-3}$ we apply the preconditioners $\tilde{P}_{0,\text{div}}, \tilde{P}_{1,\text{div}},$ and $\tilde{P}_{2,\text{div}}$ defined in (5.25), (5.26) and (5.28) and the corresponding multigrid versions (5.30). Choosing a smaller value of $\gamma$ leads to smaller iteration counts but can skew the norm in which the preconditioned MINRES iteration is converging. Timings are reported in parentheses (in seconds) and include set-up time. The $H(\text{div})$ multigrid method we have applied is from [1] and is best implemented in parallel. Our experiments were performed in serial. To minimize computing times, the multigrid preconditioners are applied with $d$ pre and post smoothing steps per V-cycle.

We observe, as it typical with augmented preconditioners, that iteration counts are lower than for the Schur-complement preconditioners. We don’t need to approximate $A_0$ by a diagonal matrix and
Table 6.4

<table>
<thead>
<tr>
<th></th>
<th>$\sigma_G$</th>
<th>$d=1$</th>
<th>$d=2$</th>
<th>$d=3$</th>
<th>$d=4$</th>
<th>$d=1$</th>
<th>$d=2$</th>
<th>$d=3$</th>
<th>$d=4$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\hat{P}_0, div$</td>
<td>0.2</td>
<td>6</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>24</td>
<td>19</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>7</td>
<td>12</td>
<td>15</td>
<td>18</td>
<td>28</td>
<td>24</td>
<td>24</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>8</td>
<td>15</td>
<td>21</td>
<td>27</td>
<td>33</td>
<td>32</td>
<td>35</td>
<td>43</td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>10</td>
<td>17</td>
<td>28</td>
<td>44</td>
<td>39</td>
<td>42</td>
<td>51</td>
<td>67</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>12</td>
<td>20</td>
<td>41</td>
<td>69</td>
<td>46</td>
<td>54</td>
<td>72</td>
<td>100</td>
</tr>
<tr>
<td>$\hat{P}_1, div$</td>
<td>0.2</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>21</td>
<td>15</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>8</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>24</td>
<td>19</td>
<td>18</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>9</td>
<td>13</td>
<td>15</td>
<td>17</td>
<td>26</td>
<td>21</td>
<td>21</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>10</td>
<td>16</td>
<td>19</td>
<td>22</td>
<td>28</td>
<td>24</td>
<td>26</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>12</td>
<td>18</td>
<td>23</td>
<td>28</td>
<td>31</td>
<td>29</td>
<td>33</td>
<td>31</td>
</tr>
<tr>
<td>$\hat{P}_2, div$</td>
<td>0.2</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>24</td>
<td>19</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>8</td>
<td>12</td>
<td>15</td>
<td>17</td>
<td>28</td>
<td>24</td>
<td>24</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>9</td>
<td>16</td>
<td>21</td>
<td>26</td>
<td>32</td>
<td>31</td>
<td>34</td>
<td>41</td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>11</td>
<td>19</td>
<td>32</td>
<td>43</td>
<td>37</td>
<td>40</td>
<td>49</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>13</td>
<td>25</td>
<td>43</td>
<td>66</td>
<td>43</td>
<td>52</td>
<td>68</td>
<td>94</td>
</tr>
</tbody>
</table>

results can always be tuned by changing the augmentation parameter $\gamma$. Although the underlying approximations to $\hat{A}$ are still weak, the impact is reduced. Ultimately, no choice of $L$ we have found yields an optimal approximation to $\hat{A}$ with respect to $d$ and $\sigma_G$. However, using $\hat{P}_1, div$ leads to significant computational savings compared to the mean-based preconditioner $\hat{P}_0, div$ when $\sigma_G$ and $d$ are large. The savings are more moderate than for $\hat{P}_1$ however since $\hat{P}_0, div$ leads to far lower iteration counts than $\hat{P}_0$. This time, no savings are achieved with $\hat{P}_2, div$.

7. Conclusions. We have analyzed preconditioners of Schur complement and augmented type for saddle point systems arising from mixed finite element Galerkin discretizations of second-order elliptic PDEs with random, lognormally distributed coefficients. We suggested improvements to mean-based preconditioners based on best Kronecker product approximation. Spectral inclusion bounds for the preconditioned Galerkin matrix reveal that none of the preconditioners are optimal with respect to $d$, the degree of polynomials used to construct $S_d$ or the standard deviation $\sigma_G$ of the underlying Gaussian random field. However, the Kronecker product preconditioners $\hat{P}_1$ and $\hat{P}_1, div$ are far more robust with respect to those parameters than $\hat{P}_0$ and $\hat{P}_0, div$. The augmented preconditioners yield lower MINRES iteration counts than the Schur complement preconditioners. On the other hand, the Schur complement preconditioners are parameter-free, and require only a fast solver for deterministic elliptic problems. The augmented preconditioners contain a parameter which needs tuning and rely on more specialised multigrid techniques.

Uncertainty quantification is becoming an increasingly important aspect of mathematical modelling. However, the study of efficient linear algebra techniques for the systems of equations that arise from stochastic mixed finite element methods is in its infancy. Motivated by deterministic saddle point preconditioners, this work highlights a need for more sophisticated solution strategies.
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