Bayesian data assimilation in shape registration

Cotter, Colin and Cotter, Simon and Vialard, Francois-Xavier

2013

MIMS EPrint: 2014.70

Manchester Institute for Mathematical Sciences
School of Mathematics
The University of Manchester

Reports available from: http://eprints.maths.manchester.ac.uk/
And by contacting: The MIMS Secretary
School of Mathematics
The University of Manchester
Manchester, M13 9PL, UK

ISSN 1749-9097
Bayesian data assimilation in shape registration

This content has been downloaded from IOPscience. Please scroll down to see the full text.

2013 Inverse Problems 29 045011

View the table of contents for this issue, or go to the journal homepage for more

Download details:

IP Address: 130.88.0.197
This content was downloaded on 18/12/2014 at 11:47

Please note that terms and conditions apply.
Bayesian data assimilation in shape registration

C J Cotter, S L Cotter and F-X Vialard

1 Department of Aeronautics, Imperial College London, London SW7 2AZ, UK
2 School of Mathematics, University of Manchester, Manchester M13 9PL, UK
3 Institute for Mathematical Sciences, Imperial College London, 53 Prince’s Gate, London SW7 2PG, UK

E-mail: simon.cotter@manchester.ac.uk

Received 14 January 2013, in final form 8 March 2013
Published 28 March 2013

Abstract

In this paper we apply a Bayesian framework to the problem of geodesic curve matching. Given a template curve, the geodesic equations provide a mapping from initial conditions for the conjugate momentum onto topologically equivalent shapes. Here, we aim to recover the well-defined posterior distribution on the initial momentum which gives rise to observed points on the target curve; this is achieved by explicitly including a reparameterization in the formulation. Appropriate priors are chosen for the functions which together determine this field and the positions of the observation points, the initial momentum $p_0$ and the reparameterization vector field $\nu$, informed by regularity results about the forward model. Having done this, we illustrate how maximum likelihood estimators can be used to find regions of high posterior density, but also how we can apply recently developed Markov chain Monte Carlo methods on function spaces to characterize the whole of the posterior density. These illustrative examples also include scenarios where the posterior distribution is multimodal and irregular, leading us to the conclusion that knowledge of a state of global maximal posterior density does not always give us the whole picture, and full posterior sampling can give better quantification of likely states and the overall uncertainty inherent in the problem.

(Some figures may appear in colour only in the online journal)

1. Introduction

Geodesics on shape space induced from diffeomorphisms are proving to be a powerful tool in the field of computational anatomy [1, 2]. Not only do they provide a notion of distance between topologically equivalent shapes, they also provide a linear characterization of patches of shape space centred on a template image using the initial conditions of the conjugate momentum along a geodesic [3]. This permits the application of linear statistical techniques (the adaptation of principal component analysis known as principal geodesic analysis, for example [4]) since
the momentum inhabits a linear cotangent space. Bayesian statistical techniques have been developed in this area in recent years, with advances in methods of determining the most likely template for a dataset as well as the most likely metric [5–7]. There are many different shape spaces: the shape of curves, landmarks, images, fibre bundles etc but there is a unifying paradigm since in all cases the underlying velocity field that generates the diffeomorphisms that act on the shapes evolves according to the EPDiff equation [8].

In this paper, we shall address the following inverse problem: given noisy observations of points around a curve (which may have been obtained from a segmentation algorithm or human input), what is the initial momentum that generates this curve from a given template? We concentrate on the parameterization-independent problem, in which we treat curves as being equivalent if they are related via reparameterization. This is a challenging problem which has been addressed in a few different ways [9, 10], but here we shall make use of the approach of [11] in which a reparameterization variable is included explicitly, and the commutation of the reparameterization with the geodesic flow equations is exploited. In the inverse problem nomenclature, this allows us to define an observation operator that produces point values on the curve, at a cost of introducing this extra variable.

Our inverse problem can be summarized as follows. For a chosen metric, equations (5)–(7) together with condition (8) describe the motion along the geodesic path in the space of unparameterized curves, written in terms of a specific curve parameterization \( q(s, t) \), and a conjugate momentum \( p(s, t) \), where \( s \) is the parameterization variable around the curve, and \( t \) is time, i.e. the parameter along the geodesic. The initial momentum \( p(s, 0) := p_0(s) \) completely determines the direction of the geodesic, and thus the parameterization-independent geodesic between two parameterized curves \( q^1(s) \) and \( q^2(s) \) can be completely described by the initial momentum \( p_0(s) \) and a reparameterization map \( \eta(s) \) which is identified through a one-dimensional vector field \( \nu(s) \). Given a template curve \( q^1 \), \( p_0 \) completely describes the final curve \( q^2 \) and \( \nu \) completely describes a particular parameterization of \( q^2 \). We wish to identify the curve \( q^2 \) which is most consistent with a set of observed data points, and we do this by defining a map \( G(p_0, \nu) \) which returns a finite set of points on \( q^2 \). The inverse problem is to solve \( y = G(p_0, \nu) + \eta \) given finite data \( y \) and observation noise \( \eta \). Since the inputs to \( G \) are functions and the output is a finite-dimensional vector, the problem is underdetermined.

We choose to adopt the Bayesian approach in this paper, for two main reasons. Firstly, the inverse problem of finding the geodesic flow map which deforms one shape into another from observations of the second shape is ill posed and underdetermined. Secondly, the observations that are made are noisy in nature, and as such a probabilistic setting in which we can quantify the uncertainty inherent in the problem is appropriate. As the unknown quantities that we would like to recover are functions, we must take extra care to ensure that the problem is formulated non-parametrically [12]. As such, we look to follow the methodologies that have been utilized previously in various fluid mechanics problems [13–15].

Once the Bayesian inverse problem has been defined in such a way as to be well posed on function space, we must consider how appropriate algorithms can be implemented on a computer in order to characterize the posterior probability distributions on the unknown functions. The unknown functions are of course discretized within the algorithms, and because it may be desirable to refine the mesh to obtain further accuracy, it is important that the Markov chain Monte Carlo (MCMC) methods used to sample the posterior converge in distribution at rates independent of the discretization used. A range of MCMC methods which are well defined on function space (and as such have mixing rates which are independent of discretization of those functions) are available [16], and have been used for Bayesian inverse problems on function spaces [14, 15]. The properties of these algorithms make them a highly viable candidate for the analysis of the problems identified in this paper. Specifically, a function
space analogue of the random walk Metropolis–Hastings (RWMH) algorithm will be used in the numerical examples in this paper, referred to in [12, 16] as the pCN algorithm.

In section 2 we introduce the problem, and describe the equations of motion of the shape as it is deformed by the velocity field, and demonstrate how we can find geodesic paths in shape space between two shapes. We also show in this section that the deformed shape is Lipschitz continuous with respect to two functions, the initial momentum \( p_0 \), and the reparameterization function \( \nu \). In order to tackle an inverse problem on function spaces, it is necessary to show that this problem is well posed. This amounts to finding function spaces on which the forward problem is locally Lipschitz, and in section 3 we find sufficient conditions on the regularity of these spaces. In section 4 we frame the inverse problem as a well-posed Bayesian inverse problem, and identify minimum regularity priors for the functions, informed by the analysis in section 3.

In section 5 we describe the MCMC algorithm that we use to sample directly from the well-defined posterior density on \( p_0 \) and \( \nu \). In section 6 we briefly discuss how we numerically approximate the dynamics described in section 2, before presenting some illustrative numerical examples in section 7. We finish in section 8 with some conclusions and discussion.

2. Description of the forward model

In this section, we review the equations of motion for curves in the plane acted on by geodesics in the diffeomorphism group, and explain how these equations can be used to provide a mapping from the space of periodic scalar functions (which turn out to be the normal component of a conjugate momentum variable) to topology-preserving nonlinear deformations of some chosen curve in the plane. We then provide some analytical results that are required for defining the associated Bayesian inverse problem.

In our approach, we parameterize an oriented curve in the plane as a continuous function \( q \) from a space \( S \) (such as the circle, \( S^1 \)) into \( \mathbb{R}^2 \) i.e. \( q \in C^0(S^1, \mathbb{R}^2) \). Although in this paper we concentrate on the lower dimensional case of a curve in the plane, it may be extended to surfaces in \( \mathbb{R}^3 \), which provides many applications in medical imaging, for example. We parameterize an evolving curve as \( q(s, t) \), where \( s \in S \) is the parameter around the curve, and \( t \in [0, 1] \) is the time parameter. Following the methodology of [17, 18, 10] we constrain the motion of the curve \( q(s, t) \) to the action of diffeomorphisms by requiring that

\[
\frac{\partial}{\partial t} q(s, t) = u(q(s, t), t)
\]

where \( u(x, t) \) is a time-parameterized family of vector fields on \( \mathbb{R}^2 \). This guarantees that the topology of the curve is preserved (i.e. there are no overlaps or cavitations). We wish to study curve evolution from a template curve \( \Gamma_1 \) (parameterized by \( q^1(s) \)) to a target curve \( \Gamma_2 \) (parameterized by \( q^2(s) \)). However, since we only want information about the shape of the curve, and not the specific parameterization, we do not wish to enforce that any specific point \( q^1(s) \) gets mapped to any specific point on \( \Gamma_2 \). We instead use the following generalized boundary condition

\[
q(s, 0) = q^1(\eta(s)), \quad q(s, 1) = q^2(s),
\]

for arbitrary reparameterizations \( \eta \in \text{Diff}_+(S) \), the orientation-preserving subgroup of the diffeomorphism group \( \text{Diff}(S) \) on \( S \). If the boundary conditions (2) are satisfied, we say that \( u \) describes a path between \( \Gamma^1 \) and \( \Gamma^2 \). We select a function space \( B \) for vector fields, and define the distance along the path as

\[
\int_0^1 \frac{1}{2} \| u \|^2_B \, dt.
\]
For simplicity we assume that $B$ is a Hilbert space and that there exists an operator $A$ such that
\[
\|u\|_B^2 = \langle u, Au \rangle_{L^2}.
\] (4)

The \textit{shortest path} between $\Gamma_1$ and $\Gamma_2$ is defined by minimizing (3) over $u$ and $\eta$ subject to (1) and the boundary conditions (2). To obtain the equations of motion for the shortest path, we introduce Lagrange multipliers $p(s, t)$ (which we call the ‘momentum’) to enforce (1), and seek extrema of the action
\[
A = \int_0^1 \frac{1}{2} \|u\|_B^2 + \langle p, \dot{q} - u(q) \rangle \, dt.
\]
This leads to the following equations of motion in weak form:
\[
\langle \delta u, Au \rangle_{L^2} - \langle p, \delta u(q) \rangle = 0,
\] (5)
\[
\int_0^1 \left( \delta p, \frac{\partial q}{\partial t} - u(q) \right) \, dt = 0,
\] (6)
\[
\int_0^1 \left( p, \frac{\partial \delta q}{\partial t} - (\nabla u(q)) \delta q \right) \, dt = 0,
\] (7)
where $\delta p$ and $\delta q$ are space-time test functions, with
\[ u, \delta u \in B, \quad p, \delta p \in L^2, \quad q, \delta q \in H^1. \]

If the minimization is taken over all reparameterizations $\eta \in \text{Diff}_+(S)$ then we obtain the condition
\[
p \cdot \frac{\partial q}{\partial s} = 0, \quad \forall t \in [0, 1].
\] (8)
The condition states that the momentum $p$ is normal to the shape. As described in [11], if this condition is satisfied, then the curve evolution is invariant under the transformation
\[
(p, q) \mapsto (\tilde{p}, \tilde{q}) = (p \circ \eta \frac{\partial \eta}{\partial s}, q \circ \eta)
\] (9)
for $\eta \in \text{Diff}_+(S)$, which is the cotangent-lift of the transformation $q \mapsto q \circ \eta$. This means that if equations (5)–(7) are solved with initial conditions $(p, q)$ and $(\tilde{p}, \tilde{q})$ then $\tilde{q} = q \circ \eta$ at time 1. As described in [19], solutions that satisfy equation (8) are parameterized realizations of geodesics on the shape space $C^0(S^1, \mathbb{R}^2)/\text{Diff}_+(S)$.

We define the time-1 flow map $\Psi$
\[
\Psi(p|_{t=0}, q|_{t=0}) = q|_{t=1},
\]
where $p$ and $q$ satisfy equations (5)–(7). Having fixed $q|_{t=0} = q^1$, we define a parameterization-independent mapping between scalar functions $p_0 : S \mapsto \mathbb{R}$ (the normal component of the initial conditions of $p$) and topologically equivalent curves $q^2$ obtained by
\[
q^2 = \Psi(p_0 n, q^1),
\]
where $n$ is the normal vector to the curve $q^1$. The power of this mapping is that it allows us to perform linear operations on the space of functions $p_0$, such as averages.

In this paper, our aim is to estimate the probability measure for $p_0$ given a set of observed points $(q_1, \ldots, q_n)$ from the curve $q^2$. These points may have been obtained from a digitized medical image, for example. These points are assumed to be sorted in order according to the orientation of the curve. We cannot directly solve the inverse problem of finding $p_0$ such that
\[
\Psi(p_0 n, q^1)(s_i) = q_i, \quad i = 1, \ldots, n,
\]
Figure 1. Diagram illustrating the forward model. Curves are shown with highlighted points to indicate the parameterization. The reparameterization velocity \( \nu \) generates a reparameterization of the curve (which also transforms the initial momentum \( p_0 \)), and then the (transformed) initial momentum \( p_0 \) generates an evolution of the curve by the time-1 flow map of equations (5)–(7). For the undiscretized equations changing \( \nu \) but not \( p_0 \) leads to different parameterizations of the same curve, since reparameterization and the time-1 flow map commute.

since we do not know the values \( s_i \) of the curve parameter \( s \) that correspond to each \( q_i \). To fix this, we introduce a reparameterization variable \( \eta \in \text{Diff}_+ (S^1) \), and seek \((p_0, \eta)\) such that

\[
\Psi \left( (p_0n) \circ \eta \frac{\partial \eta}{\partial s}, q^1 \circ \eta \right) (s_i) = q_i, \quad i = 1, \ldots, n,
\]

where \([s_i]_{i=1}^n\) is some chosen distinct sequence of points in \( S \) ordering according to orientation, e.g. equispaced points. This guarantees to preserve the ordering since the curve is evolved by a diffeomorphism. The introduction of the reparameterization variable does not alter the shape of the obtained curve, just the particular parameterization used.

Following [20], we construct reparameterizations from scalar periodic functions \( \nu \) by solving

\[
\frac{\partial \chi}{\partial t} (s, t) = \nu(\chi (s, t)), \quad \chi (s, 0) = \text{Id}, \quad \chi (0, t) = \chi (1, t), \quad 0 \leq t,
\]

where \( \text{Id} \) is the identity map \( \text{Id}(s) = s \). The reparameterization map is then evaluated from \( \eta(s) = \chi (s, 1) \). The function \( \nu \) represents the generating vector field for the reparameterization \( \eta \) on the scalar interval \([0, 1]\) with periodic boundary conditions. This is known as Lie exponentiation\(^4\), and guarantees that \( \eta \) is an orientation preserving, smooth invertible map (for sufficiently smooth \( \nu \)). This defines a reparameterization map:

\[
\mathcal{R}(p, q, \nu) = \left( (p_0n) \circ \eta \frac{\partial \eta}{\partial s}, q^1 \circ \eta \right)
\]

where \( \eta \) is obtained from (10). An illustrative diagram is given in figure 1.

\(^4\) As described in [21], not all reparameterizations of the circle can be obtained from Lie exponentiation, and a more general approach would be to generate reparameterizations from geodesics in a way that is similar to how the deformations of the curves are obtained (known as Riemann exponentiation).
Hence we define the observation operator $\mathcal{G}$ by
\[
\mathcal{G}(p_0, \nu) = \begin{pmatrix} G(s_1) \\ \vdots \\ G(s_n) \end{pmatrix},
\]
where $G = \Psi \circ \mathcal{R}(p_0, n, q^1, \nu)$. The normal component of $p_0$ then characterizes the shape of the target curve $\Gamma_2$ relative to the curve $\Gamma_1$, whilst the generator variable $\nu$ merely describes the reparameterization of the target curve which is obtained at the minimum.

3. Properties of the observation operator

In this section, we show that the observation operator $\mathcal{G}$, given in equation (11), is Lipschitz in $p_0$ and $\nu$, for appropriately chosen spaces. We make the following definition.

Definition 1. We say that a Hilbert space $B$ of vector fields is embedded in $C^n(\Omega, \mathbb{R}^d)$ if there exists a constant $C_e$ s.t. $\|v\|_{n, \infty} \leq C_e \|v\|_B$. In that case we also say for notational convenience that $B$ is $n$-admissible.

We adopt the notation that $\nu \in D$. The main result of this section is the following theorem, which develops the analytical approach of [22] for our model of interest.

Theorem 2.

1. Let $B$ be 2-admissible, and $D$ be 1-admissible. Then for $q_0 \in W^{1, \infty}$, the observation operator $\mathcal{G}$ is a Lipschitz continuous map from $(L^2, D)$ to $\mathbb{R}^{2n}$.
2. Let $B$ be 3-admissible and $D$ be 1-admissible. Then for $p_0 \in H^{-1}$ and $q_0 \in W^{1, \infty}$, the observation operator $\mathcal{G}$ is Lipschitz continuous.

To show that $\mathcal{G}$ is Lipschitz, we first prove existence, uniqueness and Lipschitz continuity for the maps $\Psi$ and $\mathcal{R}$. This is then used to show that the observation operator is Lipschitz continuous with respect to the normal component $p_0$ of the initial conditions $p$ and the generator variable $\nu$.

Let $B$ be the space of vector fields, $Q$ be a Hilbert space and $P$ be its dual. Here $Q$ represents a space of curves with a particular norm, for example $Q = L^2(S_1, \mathbb{R})$ or $Q = H^1(S_1, \mathbb{R})$. We want to define the momentum map as given by
\[
J : (p, q) \in P \times Q \mapsto J(p, q) := (v \mapsto \langle p, v \circ q \rangle_{P, Q}) \in B^*.
\]
Here $B^*$ represents the dual space of $B$, the space of linear operators acting on $B$. In this aim, we assume in addition that the map $B \times Q \mapsto Q$ defined by $(v, q) \mapsto v \circ q$ is a Lipschitz map on $Q$ for a fixed $v \in B$ namely there exists $C_v$ s.t.
\[
\|v \circ q_1 - v \circ q_2\|_Q \leq C_v \|v\|_B \|q_1 - q_2\|_Q.
\]
As a consequence, since this composition map is linear on $B$, the map is Lipschitz on $B \times Q$. This assumption makes $J(p, q)$ well defined and Lipschitz on $P \times Q$ for the dual norm on $B^*$.

Lemma 3. The assumption above is satisfied in the following situations:

- $B$ is 1-admissible and $P = Q = L^2(S_1, \mathbb{R})$.
- $B$ is 2-admissible, $P = H^{-1}(S_1, \mathbb{R})$ and $Q = H^1(S_1, \mathbb{R})$.  

Proof. For both points, we use the integration formula for the path $q(t) = tq_1 - (1 - t)q_0$

$$f(q(1)) - f(q(0)) = \int_0^1 df(q(t))(q_1 - q_0) \, dt, \quad (14)$$

for $f \in C^1$. For the first point, for any $f \in C^{1,\infty}(\mathbb{R}^d, \mathbb{R}^d)$,

$$\|f \circ q_1 - f \circ q_2\|_{L^2} \leq \|f\|_{1,\infty} \|q_1 - q_2\|_{L^2}, \quad (15)$$

which gives the result. For the second point, we note that $H^1(S_1, \mathbb{R})$ is Banach algebra, namely for any couple $(f, g) \in H^1(S_1, \mathbb{R})$ we have

$$\|fg\|_{H^1} \leq \|f\|_{\infty} \|g\|_{H^1} + \|g\|_{\infty} \|f\|_{H^1} \leq 4 \|f\|_{H^1} \|g\|_{H^1}, \quad (16)$$

The second point then follows from

$$\|f \circ q_1 - f \circ q_2\|_{H^1} \leq \|f\|_{2,\infty} \|q_1 - q_2\|_{H^1}. \quad (17)$$

□

We write equations (5)–(7) as follows:

$$\dot{q} = u \circ q, \quad (18)$$

$$\dot{p} = -\nabla u(q).p, \quad (19)$$

$$u = J(p, q)^\flat, \quad (20)$$

where $J(p, q)^\flat$ denotes the corresponding element in $B$ given by the Riesz theorem, i.e.

$$\langle J(p, q)^\flat, v \rangle_B = J(p, q)(v).$$

Equation (19) is a pointwise matrix multiplication when $p$ is smooth. When $p \in H^{-1}$ for instance, the operation is defined by duality, defined as follows.

**Definition 4.** Let $Q$ be a Banach algebra then the multiplication $Q^* \times Q \mapsto Q$ is defined by duality

$$\langle q_1, p, q_2 \rangle = \langle p, q_1 q_2 \rangle. \quad (21)$$

**Remark 5.** The multiplication on a Banach algebra is by definition bilinear continuous. As a consequence, the multiplication inherits the same properties and in particular, the Lipschitz property.

We now prove that these shooting equations are a simple ODE in infinite dimensions i.e. $\dot{X} = F(X)$ with state variable $X$ in a Banach space. This function $F$ satisfies the classical Lipschitz assumption which means that solutions can be obtained using Picard’s fixed point method; it also ensures that the solutions are Lipschitz functions of the initial conditions. 

**Lemma 6.** System (18)–(20) is an ODE on $P \times Q$ which satisfies the Lipschitz condition for the two following cases on bounded balls in $P \times Q$:

- $B$ is 2-admissible, $P = L^2$ and $Q = L^\infty$
- $B$ is 3-admissible, $P = H^{-1}$ and $Q = H^1$. 
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Remark 7. The space $Q = L^\infty(S_1)$ is not a Hilbert space in this case but only a Banach space.

Proof. In the two claimed cases, we have by proposition 3 that $(p,q) \rightarrow J(p,q)^2$ is Lipschitz for the norm on $B$. Then using the inequality (15), we deduce that $(p,q) \rightarrow J(p,q)^2 \circ q$ is Lipschitz as the composition of two Lipschitz functions. Thus, we have treated the first component (18) of the ODE.

Using remark 5, it is then sufficient to prove that $(p,q) \in P \times Q \mapsto d[J(p,q)^2](q) \in Q$ is a Lipschitz mapping. Denoting $v_i = J(p_i,q_i)^2$ for $i = 1,2$, use of the triangle inequality gives

$$\|dv_1 \circ q_1 - dv_2 \circ q_2\|_Q \leq C_v \|v_1\|_Q \|q_1 - q_2\|_Q + \|dv_1 \circ q_2 - dv_2 \circ q_2\|_Q \leq C_v \|v_1\|_Q \|q_1 - q_2\|_Q + C_v \|v_1 - v_2\|_B \|q_2\|_Q,$$

where we rely on the inequality (17) for the $H^1$ case and (15) for the first case.

Up to this point, we have only proven a local Lipschitz condition. It remains to prove that for $(p_0,q_0) \in B(0,r) \subset P \times Q$ with $r$ a positive real number, there exists a constant $M_{cr}$ (the subindex indicating that this constant only depends on $r$ and the time $t$) such that for all time $t \geq 0$ the system (18)–(20) is Lipschitz of Lipschitz constant $M_r$. In particular this implies that the solutions are defined for all times. To this end, we remark that the geodesic equations (18)–(20) are variational where the Hamiltonian is constant in time. This can be checked by a straightforward calculation. Since the Hamiltonian reads $H(p,q) = \|J(p,q)^2\|_B^2$, the Lipschitz inequality (22) becomes

$$\|dv_1 \circ q_1 - dv_2 \circ q_2\|_Q \leq 3r C_v \|q_1 - q_2\|_Q.$$  

For the equation (18), the inequality (13) implies

$$\|v_1 \circ q_1 - v_2 \circ q_2\| \leq r C_v \|q_1 - q_2\|_Q + \|v_1 - v_2\|_B \max(\|q_1\|_Q,\|q_2\|_Q)$$

but by direct integration of inequality (13) we see that $\max(\|q_1\|_Q,\|q_2\|_Q) \leq C_r r t$ for any time $t > 0$. A similar inequality holds for the momentum $p$, hence the geodesic equations (18)–(20) are Lipschitz for a constant $M_{rt}$ that has polynomial growth in $t$ and in $r$. □

We now claim the following result which is based on Grönwall’s lemma.

Lemma 8. Solutions of the geodesic equations (18)–(20) have a Lipschitz dependence w.r.t. their initial conditions for their respective norms.

We are now in a position to prove theorem 2.

Proof. The observation operator $G$ is the evaluation at points $(\eta(s_i))_{i=1}^{\infty}$ of the deformed template $q(1)$ obtained by the geodesic equations (18)–(20) without reparameterization. In other words,

$$\text{Ev}(p_0,q_0,v) = \begin{pmatrix} q(1) \circ \eta(s_1) \\ \vdots \\ q(1) \circ \eta(s_n) \end{pmatrix}$$

where $q(1)$ is the solution at time 1 of the geodesic equations (18)–(20) for initial data $p_0, q_0$ and $\eta$ is the Lie exponential of $v$. To prove that the observation operator is Lipschitz in those three variables, we observe that it is the composition of the flow of the geodesic equations (18)–(20) and the right composition with the reparameterization by $\eta$. The first operation is Lipschitz continuous by corollary 8. Now the right composition is also Lipschitz continuous since $q(1) \in W^{1,\infty}$ (indeed since $B$ is 2-admissible or 3-admissible, the flow of the geodesic equations (18)–(20) preserves $W^{1,\infty}$) we have

$$\|q(1) \circ \eta_1 - q(1) \circ \eta_2\|_\infty \leq \|\nabla q(1)\|_\infty \|\eta_1 - \eta_2\|_\infty \leq M \|\nabla q(1)\|_\infty \|v_1 - v_2\|_B.$$
4. Bayesian inversion

In this section, we aim to frame the ill-posed inverse problem of finding \((p_0, \nu)\) given noisy observations of the target shape, as a well-posed Bayesian inverse problem on function space. The ‘solution’ to this inverse problem is then given by a probability distribution. Bayes’ formula allows us to construct, through combining prior beliefs about the functions, with observations of the system, the posterior distribution of the possible values that the unknown functions could have taken.

4.1. Prior distributions

Extra care must be taken in this context, since the unknowns are functions, and as such the problem must be formulated non-parametrically. Following the philosophy of [12], we use the results from section 3 to identify minimum regularity priors which will ensure that the problem is well defined. For problems on infinite-dimensional spaces, we must identify prior distributions for the functions, which have full measure with respect to function spaces on which the observation operator is Lipschitz continuous. Theorem 9 summarizes these results for the problem presented in this paper, and follows at the end of this section.

The role of the prior in this respect is two-fold. The prior can contain prior information or beliefs about the form or structure of the solution, possibly taken from previous observations. However another important role of the prior is to regularize the problem, to make it well posed. Indeed it plays a very similar role to the penalty term in a Tikhonov regularization, an optimization formulation of the inverse problem. We will explore these similarities in section 5.1, and exploit them in our numerical method.

4.2. Observations and the likelihood

Uncertainty in this problem arises from errors incurred during observation. Observational noise is often modelled as being additive Gaussian. This uncertainty in the exact shape of the curve leads to uncertainty in the value of the pair of functions which would deform the reference shape to the observed shape. Understanding and quantifying that uncertainty is a key part of solving this problem, as naive least squares matching to the data would lead to an ill-posed problem. We assume that observations \(y\) of the quantity of interest are noisy in nature, satisfying:

\[
y = G(p_0, \nu) + \xi, \quad \xi \sim \mathcal{N}(0, \Sigma),
\]

where \(\Sigma\) is assumed to be known, and where \(G\) is defined to be the observation operator given by (11). That is, the function which returns to us what noiseless observations we would make if we were to deform the template shape and reparameterize using the function pair \((p_0, \nu)\). This assumption allows us to compute the likelihood that \(y\) was observed with a given \((p_0, \nu)\), through the probability density function of \(\xi\):

\[
P(y|p_0, \nu) \propto \exp \left(-\frac{1}{2} \|G(p_0, \nu) - y\|_{\Sigma}^2 \right),
\]

where \(\|x\|_{\Sigma}^2 := x^T \Sigma^{-1} x\) is the covariance weighted norm.

4.3. Bayes’ theorem and the posterior

Bayesian inversion is one way to regularize an ill-posed inverse problem, and convert this into a well-posed one. Bayes’ formula is central to this. Prior beliefs about the quantities of
interest are blended with data from observations to give the posterior \( P(u | y) \) distribution. The finite-dimensional version of this formula is

\[
P(u | y) \propto P(y | u) P(u),
\]

where \( u \) denotes the unknown quantity that we wish to characterize from the data, \( P(u) \) the probability distribution describing our prior beliefs about those quantities, and \( P(y | u) \) the likelihood function, which returns the likelihood that we would make the observations \( y \) given a particular value of the quantity \( u \).

However, in this paper the quantity of interest is a pair of functions \( u = (p_0, \nu) \). In this infinite dimensional setting, we must use the analogous result regarding the Radon–Nikodym derivative of the posterior distribution with measure \( \mu \), with respect to the prior distribution on \( (p_0, \nu) \) with measure \( \mu_0 \):

\[
d\mu(p_0, \nu) \propto P(y | (p_0, \nu)),
\]

(28)

where the likelihood expression is given by (27).

Note that this formula only holds if the posterior is indeed absolutely continuous with respect to the prior distribution, otherwise no such derivative is admitted. Sufficient conditions on the priors for this to be satisfied are given in the following section.

4.4. Prior and posterior distributions on \( (p_0, \nu) \)

Before stating the main result of this section, we must first introduce some notation. Let us consider the Helmholtz operator with periodic boundary conditions

\[
\mathcal{H} = I - \ell^2 \frac{\partial^2}{\partial s^2},
\]

where \( \ell \in \mathbb{R} \) defines a characteristic length scale. Note also that for samples \( u \sim \mathcal{N}(0, \delta_1^{-\alpha_1}) \) for some \( \alpha_1 > 1/2 \), \( \alpha_2 > 3/2 \), \( \delta_1, \delta_2 \neq 0 \), and where \( \mathcal{H}_i = (\ell_i I - \Delta) \), \( \ell_i \in \mathbb{R}^+ \) for \( i \in \{1, 2\} \). Then \( \mathcal{G} \) is measurable with respect to \( \mu_0 \), and the posterior measure \( \mu \) is absolutely continuous with respect to \( \mu_0 \), with Radon–Nikodym derivative given by (28).

Proof. Result follows by the Sobolev embedding theorem, results in [12], and theorem 2. \( \square \)

For the posterior distribution to be well-defined, it must be absolutely continuous with respect to the choice of prior distribution on the two unknown functions of interest. This choice of prior distribution is informed by the properties of the forward model, and the observation operator \( \mathcal{G} \). Theorem 9 gives us Gaussian priors which have sufficient regularity to ensure that this condition is met.

5. Characterizing the posterior density

In this section we introduce the statistical methods which we use in order to characterize the posterior distribution of the function pair \( (p_0, \nu) \) given a choice of prior distribution and a
set of noisy observations of the target shape. MMCMC are a set of tools which allow us to sample from a desired probability distribution. A chain of states is formed, which converges in distribution to the target density. We then describe a method for initializing the MCMC method efficiently.

5.1. The function space random walk Metropolis–Hastings algorithm (pCN)

For the purpose of the numerics, we use a version of the RWMH algorithm framed on function spaces, referred to as the pCN algorithm [12, 16]. This method is superior to the usual vanilla random walk method in that it is well defined on function spaces, and as such is robust under refinement of any discretization of the forward model [16]. This means that the rate of convergence of statistics in the Markov chains are independent of this discretization, whereas the Metropolis–Hasting algorithm with vanilla random walk proposal degenerates as the forward model’s discretization is refined. The following describes the pCN sampler, where

\[ \Phi = \frac{1}{2} \| G(p_0, \nu) - y \|_2^2 \]

1: \( u_0 = (p_0, \nu)_0 \)
2: for \( i = 1 : N \) do
3: \( v = (1 - \beta^2)^{1/2} u_{i-1} + \beta w \), where \( w \sim \mu_0((p_0, \nu)) \)
4: \( a(u_{i-1}, v) = \min\{1, \exp(\Phi(u_{i-1}) - \Phi(v))\} \)
5: \( u \sim U([0, 1]) \)
6: if \( u < a(u_{i-1}, v) \) then
7: \( u_i = v \)
8: else
9: \( u_i = u_{i-1} \)
10: end if
11: end for

The choice of \( \beta \in (0, 1) \), the step size of the proposal, is crucial in the efficiency of the algorithm. If too big a step size is chosen, then the proposal \( y \) will often be in the tails of the distribution, and will usually be rejected, meaning that the chain is not exploring the target density efficiently. Too small a step size will mean that many proposals are accepted, but the correlation between successive states is very high, and once again the exploration of the state space is slow. In the numerics that follow in section 7, \( \beta \) was tuned so that the acceptance rate of proposals was approximately 50%.

The acceptance probability in this algorithm is independent of the approximation method used for the unknown functions, and as such has superior mixing properties as compared with standard methods for finer discretizations. Further to this basic algorithm, we can alter this to also use the data to infer on the variance of the observational noise, if we no longer assume that this is known [16]; we make use of this in the numerical experiments in sections 7.1 and 7.3.

MCMC methods usually need a period of ‘burn-in’ in which we try to ensure that the chain starts in a region which is not in the tails of the posterior distribution. MAP estimators can be used to try to find regions of high posterior density, as described in [13]. For the problem as we have defined it, this equates to finding the solution to

\[ \min_{p_0 \in L^2, \nu \in H^2} L(p_0, v) = \min_{p_0 \in L^2, \nu \in H^2} \frac{1}{2} \| G(p_0, \nu) - y \|_\Sigma^2 + \frac{1}{2} \mu_0(p_0, \nu) \]
where $\|\cdot\|_{\mu_0}$ is the equivalent penalty term to that induced in the posterior measure by the choice of prior measure $\mu_0$, or the Cameron–Martin norm corresponding to $\mu_0$. In particular, if (as is the case for our purposes) $\mu_0(p_0, \nu) = \mathcal{N}(0, \delta_1 \mathcal{H}^{-\nu}) \times \mathcal{N}(0, \delta_2 \mathcal{H}^{-\nu})$, then

$$
\| (p_0, \nu) \|_{\mu_0}^2 = \sum_k \delta_1 |p_{1k}|^2 (\ell_1 - |k|^2)^{\nu_1} + \delta_2 |v_k|^2 (\ell_2 - |k|^2)^{\nu_2}.
$$

Various descent methods can be used to try to find local minima of this quantity. Most of these methods incorporate gradient information of some type to attempt to search for the minima in appropriate directions. These methods include steepest descent and conjugate gradient among others.

The method that we will utilize in our numerics in order to initialize our Markov chains is called the Broyden–Fletcher–Goldfarb–Shanno (BFGS) method [23, 24]. This method uses the gradient information from the last two states in the chain to approximate a Hessian matrix, which is then used to choose an appropriate direction in which to search for the local minimum.

Once the BFGS method has converged within certain tolerances, the state that has been settled on can be used as an initial state in the MCMC chain. Assuming that the BFGS method has converged close to a global or even local maxima of probability density, then the chain will more quickly enter probabilistic equilibrium. For example, consider the data used in section 7.3. The ratio of probability densities of the state $(p_0, \nu) = (0, 0)$ with the state the BFGS method converged to was $\exp(-958.85)$, a huge difference.

6. Numerical approximation of $\mathcal{G}$

The observation operator consists of the concatenation of four maps: (1) the generation of the reparameterization variable $\eta$ from the vector field $\nu$ according to (10), (2) the application of the reparameterization formula according to (9), (3) the time-1 flow map of the geodesic equations according to (5)–(7), and (4) the evaluation of the curve $q_{1_\nu,1}$ at the finitely chosen points. Stages (1) and (3) are both numerically discretized using particle-mesh methods as described in [25]. These methods allow efficient evaluation of the velocity field at particle locations whilst preserving variational structure and making it possible to compute the exact adjoint equations of the discrete system which are used in the implementation of the deterministic burn-in. Stages (2) and (4) use cubic B-spline interpolation, which also make computing the adjoint tractable. Details of the numerical approximation procedure, along with numerical tests that show that the numerical scheme is second-order convergent in space, are given in [20].

In summary, the discretization replaces the parameterized curve $q(s)$ as an ordered discrete set of points $\{ q|_{i_\nu,1} \}$, similarly the conjugate momentum $p(s)$ is replaced by a set $p|_{i_\nu,1}$ of (co)-vectors associated with each point. Convergence is achieved as $n_{\nu} \to \infty$, assuming a sufficiently smooth velocity field; the convergence rate was demonstrated to be second-order in [20]. The velocity field $u$ is discretized on a static, uniform mesh with $n_u \times n_u$ grid points. In the numerical algorithm, the momentum is interpolated from the points to the grid using cubic B-splines; the elliptic operator $A$ is then approximately inverted on the grid using discrete Fourier transform, and the resulting velocity is interpolated back to the points $q_i$. As described in [25], this interpolation preserves the Hamiltonian structure of the equations, and as described in [20], allows an exact adjoint of the numerical model to be constructed, which is used to obtain derivatives of the observation operator. Convergence was also demonstrated to be second-order as $n_{\nu} \to \infty$ in [20]. Alternatively, one can select a finite value for $n_{\nu}$ whilst keeping $q$ and $p$ continuous; this just leads to a modification of the operator $A$. The discretization for the reparameterization variable $\nu$ was introduced in [20]. The reparameterization velocity $\nu(s)$ is also discretized as a discrete set of values $\{ \nu|_{i_\nu,1} \}$, and the reparameterization map is
obtained by interpolating $v$ to the reparameterized locations; $q$ and $p$ are then pulled back under the reparameterization map by interpolation. As discussed in [11], reparameterization and flow along geodesics are commuting operations; in [20] the commutation error was shown to converge to zero at second order as $n_p \to \infty$.

7. Numerical results

We present numerical results to show that the algorithm is successfully drawing samples from the posterior distribution, and then go on to study the posterior distribution in certain data scenarios. The first thing to address is our choice of template shape $\Gamma^1$ and the parameterization $q^1(s)$ that we use for this shape. Since we are only considering closed curves, it seems natural to choose a circle for this to keep things as simple as possible. We also wish to choose a nice smooth parameterization for this shape, centred in the middle of our domain $T^2 = [0, 2\pi)^2$ so we pick

$$q^1(s) = (\cos(s) + \pi, \sin(s) + \pi), \quad s \in [0, 2\pi).$$

(29)

We will engage in simulation studies in which the data is itself produced by employing the numerical simulation of a forward PDE model. In all the numerics, we assume that the noise $\xi$ through which we make the observations

$$y = G(p_0, v) + \xi, \quad \xi \sim N(0, \Sigma),$$

has a diagonal covariance matrix $\Sigma$, which we describe for each experiment.

In terms of the approximation of the forward model in the algorithm, 50 time steps are used in which to deform the parameterization of the shape from time $t = 0$ to $t = 1$. The curves themselves are approximated by 100 points, and with a $64 \times 64$ grid approximating the underlying velocity field. The values of $s_j$ at which observations are made are given by $\{\frac{2\pi n}{N}\}_{n=0}^{N-1}$. These parameters are used in the model to create the data, and in the implementation of the statistical algorithm.

The prior distributions on $p_0$ and $v$ are $N(0, \delta_1 H^{-\alpha_1})$ and $N(0, \delta_1 H^{-\alpha_2})$ respectively, with $\alpha_1 = 0.55$, $\alpha_2 = 1.55$, $\delta_1 = 30$ and $\delta_2 = 0.05$. Note that these parameters are sufficient to ensure that corollary 9 holds.

In the following sections we plot normalized histograms for particular Fourier modes of the two functions of interest, from converged Markov chains which are invariant with respect to the posterior distribution as described in section 5.

7.1. Posterior consistency

It seems reasonable to expect that as we increase the amount of informative data that we are using in our inference, the closer our posterior mean will be to the functions that created the data, and that at the same time the uncertainty in that estimation will decrease. Posterior consistency is not yet a developed topic in inverse problems, with most theory developed only in the Gaussian (and often linear) cases [26–28]. As such we do not aim to prove posterior consistency in this context, but instead aim to present results which appear to indicate that this is indeed the case in this application. In this set of numerical experiments, we take a draw $(p_0, v)$ from the prior measure, and using our approximation of the forward model, create data $y$ such that

$$y = \left\{q^2 \left(\frac{2\pi n}{N}\right)\right\}_{n=0}^{N-1} + \xi, \quad \xi \sim N(0, \Sigma),$$

with increasing $N$. 
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Figure 2. Plots of the mean values (solid lines) of (a) \( p_0 \) and \( \nu \) occurring in the posterior distribution using data with increasing number of points, with observational noise covariance equal to \( \sigma I \) with \( \sigma = 0.01 \). The dashed lines denote \( \pm 3 \) standard deviations (approximately 99.7% confidence interval).

In this experiment, the data is simulated using the numerical approximation of the forward model, but in order to avoid committing an *inverse crime* [29] we use a much higher resolution of the curve when simulating the data. 1000 points were used to describe the curve in the data creation routines, while just 100 points were used within the approximation used for the MCMC algorithm. The initial momentum and reparameterization functions that created the data were drawn from the prior distributions. Mean-zero Gaussian noise with covariance matrix \( \Sigma = \sigma^2 I \) with \( \sigma = 10^{-2} \) was added, but was not assumed to be known. In the results that follow, the MCMC method described in section 5.1 was used to sample from the joint distribution on the functions of interest \((p_0, \nu)\), and the observation noise variance \( \sigma^2 \).

Figure 2 shows plots representing the mean and variance of the approximation of the functions \( p_0 \) (left) and \( \nu \) (right) given an increasing number of observations. As the number of observations is increased, the better we recover the actual value of \( \nu \) that was used to create the data, and the level of uncertainty in the distribution is reduced. The convergence of \( p_0 \) is not so clear, as the convergence is not expected to be pointwise in this case, but in \( L^2(S^1) \).

However, we can look at the deformed shapes that are produced by the mean initial momenta \( \partial_0 \) shown in figure 2. These are shown in figure 3 (left). The marginal distributions on the observational noise variance as estimated by the MCMC methods are plotted in figure 3 (right). These clearly show that as the number of observations increases, the distribution is becoming increasingly peaked around the value that was used when creating the data.

### 7.2. Effect of lengthscale on multimodality

One might ask what the advantage of full posterior sampling is over other less computationally expensive optimization approaches. In this section we show that certain data scenarios can cause the posterior distribution on the initial momentum \( p_0 \) to be complex with many local maxima of probability density. In this case the solution from an optimization approach may not be unique, depending on the initial state of the solver. Being able to characterize the whole of the distribution in this case allows us to identify several different possibilities for the function \( p_0 \), and to get a better idea of the uncertainty in the problem. One such data scenario that exhibits this posterior multimodality is where we have features in the data whose lengthscale is smaller than the filtering lengthscale \( \alpha \) in the metric for the diffeomorphism,
as we demonstrate in the following example. Let us once again set the initial shape $\Gamma_1$ to be that defined by the parameterization $p_0(s)$ given in (29). We then define $\Gamma_2(r)$ for $r \in [0, 1]$, such that it consists of a square of length 2, centred at $[\pi, \pi]$, with quarter-circles of radius $r$ continuously added on each corner. Figure 4 shows the target shape for a range of radii $r$. Note that for $r = 0$, the shape is exactly a square of length 2, and for $r = 1$ the shape is a circle of radius 2, exactly overlapping the template shape (29). The variable $r$ defines the minimum lengthscale of features in the data. Once $r$ becomes smaller than the maximum lengthscale that can be resolved by the model, we would expect to see multimodality creeping into the posterior distribution on $p_0$. Since the template shape cannot be bent to imitate the features on such a small scale, near to this feature only some of the observation points can be well matched for any given $p_0$. This problem does not cause multimodality in the posterior distribution on the reparameterization.
In the following experiments we look at what happens to the posterior distribution on \((p_0, \nu)\) as \(r\) starts at 1 and steadily decreases. For each value of \(r\), we consider the shape \(\Gamma^2(r)\) as described above, and place \(10^3\) observation points along the shape, evenly spaced in terms of arc length. A large number of observations are used so that the data can resolve small length scales. We use these observation points as our data, with no noise added, to isolate the cause of the multimodality purely to the lengthscale of the features in the data. For the function \(\Phi = \frac{1}{2}\|G(p_0, \nu) - y\|_2^2\) in the likelihood functional, we pick \(\Sigma = \sigma^2I\) with \(\sigma = 10^{-2}\).

Figure 5 shows the marginal distributions on the first two Fourier modes of the initial momentum \(p_0\) as the radius of the quarter circles in the data is reduced. Notice that for \(r = 1\), where the data is simply a circle, the distributions are smooth, monomodal and bell-shaped. However, as \(r\) is reduced, the distributions become increasingly irregular, and in some cases multimodal. Moreover, these later examples take a great deal of time to converge as the posterior distribution is more complex, and it is harder to be sure that we have adequately explored the whole of the probability measure. However, these results show that the posterior measures arising from this application are non-Gaussian, and not necessarily monomodal. Simply finding the local maxima of probability density for these examples would not be a good description of the nature of the distribution as a whole, nor would it help us in determining the uncertainty in the problem.

Similarly, figure 6 shows the marginal distributions on the first two Fourier modes of the reparameterization function \(\nu\) as the radius of the quarter circles in the data is reduced. Note that the distributions on \(\nu\) are monomodal in nature, in contrast to those on \(p\) in this data scenario.

7.3. Partial observations

Another area of interest to many practitioners is algorithms which try to recover information in the case where our observations of the target shape are only partial. We may only observe part of the shape, or our observations in some regions of the shape may be essentially destroyed.
by excessive noise. In this case we would expect to find many different possible shapes which could fit with our data equally well, meaning that the uncertainty quantification through full sampling of the Bayesian posterior is informative.

Let us consider the scenario where we have 1000 fairly evenly spaced observations of the target shape, where the template shape is given by (29) and where the functions \((p_0, \nu)\) that create the target shape and the positions of the observation points are draws from the prior. Suppose now that the observation noise is no longer i.i.d. around the entire shape, but instead we have two regions with different covariance structure. In one region, covering approximately three quarters of the shape’s circumference, the noise is relatively small, distributed as \(\mathcal{N}(0, \Gamma)\) with \(\Gamma = \sigma_D I\) with \(\sigma_D = 0.0001\). In the final quarter of the domain we add noise with much larger variance, with \(\sigma_L = 0.1\). This value is so large that most of this data is rendered useless, in terms of extrapolating information about the value of the functions \(p_0\) and \(\nu\). As in section 7.1, a very fine resolution of the curve was used when simulating the data (1000 points), and a coarser representation was used within the MCMC method (100 points).

In this data scenario, we must also be careful in our choice of functional \(\Phi(p_0, \nu) = \frac{1}{2} \| \mathcal{G}(p_0, \nu) - y \|_{\Gamma_0}^2\) in the likelihood. If we were to set \(\Gamma_0 = \sigma_D^2 I\) over the whole domain, then we would be attempting to fit the shape very closely to the very noisy observations in the final third, which would cause all manner of problems. On the other hand, if we were to take \(\Gamma_0 = \sigma_L^2 I\), we would be assuming a lot more uncertainty in the majority of the observations than is actually the case. In the numerics that follow, as we did in section 7.1, we treat the observation noise variance \(\sigma^2\) as an unknown also to be found.

Figure 7 shows an example of such a data scenario. The stars denote data points, and the green curve denotes the converged solution of the corresponding optimization problem as described in section 5.1. However, this single curve does not tell us the whole story, since there are many curves that could satisfy the data (almost) as well as this curve.

Figure 8 represents this variability through the plots of 20 shapes arising from samples of the posterior distribution using this data. The data is very poor in one region, and as such there are several shapes which match the data equally as well. The data is so poor in this one region that the recovery of the true shape in this area is poor.

This variability can also be seen in figure 9, where the mean and variance of the functions \(p_0\) and \(\nu\) in posterior distribution are visualized.
Figure 7. Plot of partial data, due to large noise variance in one region of the observed shape. Green line denotes the converged solution of the corresponding optimization problem, and is used as a starting place for the MCMC method.

Figure 8. Plot of 20 shapes arising from samples from the posterior distribution using the data plotted in 7 alongside (a) the data points, (b) the true shape (black curve). Since the recovered noise model assumes uniform observational noise over the whole shape, there is higher variability over the whole shape due to the extra noise in 1/4 of the data.

Figure 10 shows the marginal distributions on the observational noise variance as estimated by the MCMC methods. The non-uniformity of the noise used when creating the data cannot be recovered in this setting since we assume uniformity over the whole shape in our prior on the observational noise variance. Therefore, the recovered values are somewhere between the poor and good SNR regimes. Note that in comparison with the distributions in figure 2, the variances in these distributions are quite similar, despite having a great deal more observations. With a region with a much poorer SNR, the uncertainty in the system is much greater, and as such there is still a large region of the state space with similar probability density. The approach we have used in this paper allows us to quantify this uncertainty as well as finding states of maximal likelihood.
Figure 9. Plots of the mean values (solid lines) of (a) $p_0$ and $\nu$ occurring in the posterior distribution using the data plotted in 7. The dashed lines denote $\pm 3$ standard deviations (approximately 99.7% confidence interval).

Figure 10. Marginal distribution of observational noise variance in the MCMC chain, using data plotted in 7. The two different variances used when creating the data are also shown.

8. Conclusions

This paper presents a Bayesian approach to shape registration which takes into account the fact that observations of a shape are not exact, and gives a distribution on the shortest distance in shape space between the template shape to the observed shape. We concentrate on the case of a finite number of observations of points from the target curve, and our approach makes use of the explicit reparameterization variable as described in [11, 20]. The sampling method is framed on function space and so is robust under refinements of discretization [16].

By careful analysis of the forward problem, we have been able to formulate a well-posed Bayesian inverse problem regarding shape matching of a curve with a set of noisy observations of another. We have shown that the likelihood function is Lipschitz continuous on a space which has full measure with respect to a specified choice of Gaussian prior measure. Using
this, we have shown how to draw samples from well-defined posterior distributions using the pCN MCMC sampler on function space. This choice of algorithm prevents slower convergence of the statistical algorithm as the discretization of the observation operator is refined. We have then implemented this algorithm, and presented briefly some illustrative numerics.

In these numerics, we first showed that the posterior distribution shows consistency as the number of observations of a recoverable shape are increased, and the posterior distributions on the functions of interest become increasingly peaked on the functions which were used to create the data. We also showed an example where the lengthscales of features in the data is small, in which the posterior distributions exhibit multimodal behaviour, indicating that full characterization of the posterior can give us more information than the solution of an equivalent optimization problem. Since the shape space is a Riemannian manifold with regions of positive and negative curvature, there may be more than one geodesic between two points in shape space, which may also lead to multimodality.

Finally, we showed that this method can give us a range of different possible solutions in the case of lost or destroyed data for some part of the target shape.

Since we already have at our disposal an implementation of the adjoint problem so that we can calculate the gradient of the observation operator (which we use in the BFGS method for the deterministic burn-in), we can very simply adapt the MCMC method from random walk to a gradient method, such as the Metropolis adjusted Langevin algorithm. This would increase the efficiency of the algorithm markedly. Further analytical results would be needed, however, to ensure that the gradient of the observation operator is continuous on a space which has full measure with respect to an appropriately chosen prior distribution.

Another extension of this work would be to also make the problem translation, rotation and scale invariant, so that any misalignment of the imaging equipment has a negligible effect on the results. This would involve adding parameters into the state space to allow for these types of operations. One might also consider the case where the template shapes themselves are only noisily observed, so that we are trying to find a distribution on the lengths of geodesic paths in shape space between two noisily observed shapes. The problem could also be extended to the case in which the ordering of the observed points around the curve is not known, in which case the discrete ordering would also have to be learned as part of the inverse problem. This could be done by combining the present approach with a Gibb’s sampler for the ordering.

Another extension of this work would be to also make the problem translation, rotation and scale invariant, so that any misalignment of the imaging equipment has a negligible effect on the results. This would involve adding parameters into the state space to allow for these types of operations. One might also consider the case where the template shapes themselves are only noisily observed, so that we are trying to find a distribution on the lengths of geodesic paths in shape space between two noisily observed shapes. The problem could also be extended to the case in which the ordering of the observed points around the curve is not known, in which case the discrete ordering would also have to be learned as part of the inverse problem. This could be done by combining the present approach with a Gibb’s sampler for the ordering. This would result in a Bayesian approach to the segmentation process, in which points on the boundary between two materials might first be estimated from a bitmapped image but their ordering is not known with 100% confidence. The result would be a probability distribution on the boundary curve with some prescribed topology.
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