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Abstract

Computing the roots of a scalar polynomial, or the eigenvalues of a matrix polynomial, expressed in the Chebyshev basis \( \{T_k(x)\} \) is a fundamental problem that arises in many applications. In this work, we analyze the backward stability of the polynomial rootfinding problem solved with colleague matrices. In other words, given a scalar polynomial \( p(x) \) or a matrix polynomial \( P(x) \) expressed in the Chebyshev basis, the question is to determine whether the whole set of computed eigenvalues of the colleague matrix, obtained with a backward stable algorithm, like the QR algorithm, are the set of roots of a nearby polynomial or not. In order to do so, we derive a first order backward error analysis of the polynomial rootfinding algorithm using colleague matrices adapting the geometric arguments in [A. Edelman and H. Murakami, Polynomial roots for companion matrix eigenvalues, Math. Comp. 210, 763–776, 1995] to the Chebyshev basis. We show that, if the absolute value of the coefficients of \( p(x) \) (respectively, the norm of the coefficients of \( P(x) \)) are bounded by a moderate number, computing the roots of \( p(x) \) (respectively, the eigenvalues of \( P(x) \)) via the eigenvalues of its colleague matrix using a backward stable eigenvalue algorithm is backward stable. This backward error analysis also expands on the very recent work [Y. Nakatsukasa and V. Noferini, On the stability of computing polynomial roots via confederate linearizations, To appear in Math. Comp.] that already showed that this algorithm is not backward normwise stable if the coefficients of the polynomial \( p(x) \) do not have moderate norms.
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1 Introduction

A popular way to compute the roots of a monic polynomial expressed in the monomial basis is via the eigenvalues of its companion matrix. This is, for instance, the way followed by the MATLAB command \texttt{roots}, that, after balancing the companion matrix, uses the QR-algorithm to get its eigenvalues. The numerical properties of this method for computing roots of polynomials have been extensively studied [7, 8, 14, 24], in particular with respect to conditioning and backward errors. It has been shown that, in practice, if the companion matrix is balanced [20], the rootfiding method using companion matrices is numerically stable, in the sense that the computed roots are the exact roots of a nearby polynomial. However, as it was made famous by Wilkinson [21, 25, 26], roots of polynomials whose roots lie on a real interval can be highly sensitive to perturbations in the coefficients when the monomial basis is used. So, even perturbations in the coefficients of order of the machine precision may produce a catastrophically large forward error. In practice, rootfinding on a real interval is a very frequent and important situation, and one way to circumvent this problem is to use, instead, a polynomial basis such that the roots of a polynomial expressed in that basis are better conditioned functions of its coefficients, like the Chebyshev basis.
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Chebyshev polynomials are a family of polynomials, orthogonal with respect to the weight function $w(x) = (1 - x^2)^{-1/2}$ on the interval $[-1, 1]$, which may be computed using the following recurrence relation [1, Chapter 22]:

\begin{align*}
T_0(x) &= 1, \\
T_1(x) &= x, \\nT_k(x) &= 2xT_{k-1}(x) - T_{k-2}(x), & \text{for } k \geq 2.
\end{align*}

Moreover, the Chebyshev polynomials $T_0(x), T_1(x), \ldots, T_n(x)$ form a basis for the vector space of polynomials of degree at most $n$ with real coefficients $\mathbb{R}_n[x]$, so any real polynomial $p(x) \in \mathbb{R}_n[x]$ can be written uniquely as $p(x) = \sum_{k=0}^{n} a_k T_k(x)$.

Chebyshev polynomials are widely used in many areas of numerical analysis, and in particular approximation theory [22]. In fact, a common approach, as done in Chebfun [23], for computing the roots of a nonlinear smooth function $f(x)$ on an interval is to approximate first $f(x)$ by a polynomial $p(x)$ expressed in the Chebyshev basis via Chebyshev interpolation and then compute the roots of $p(x)$ as the eigenvalues of its colleague matrix [10].

In this paper, we are interested in the backward stability of the rootfinding problem solved via colleague matrices and a backward stable eigenvalue algorithm. Our work is motivated by [17], which addresses related issues for confederate matrices (the colleague matrix is a particular example of a confederate matrix [4, 16]). Also, similar backward error analysis may be found in [7, 12, 13]. In [7], the authors study the backward stability of rootfinding methods using Fiedler companion matrices of monic polynomials expressed in the monomial basis; in [12], the authors study the backward stability of rootfinding methods using a suitable companion matrix of polynomials expressed in barycentric form; in [13], several bases are analyzed at once, for nonstandard linearizations of larger size with respect to the colleague or the companion.

Given a monic scalar polynomial in the Chebyshev basis of degree $n$

$$p(x) = T_n(x) + \sum_{k=0}^{n-1} a_k T_k(x), \quad \text{with } a_k \in \mathbb{R}, \quad \text{for } k = 0, 1, \ldots, n-1,$$

where by monic in the Chebyshev basis we mean that the coefficient of $T_n(x)$ is equal to 1, the following matrix

$$C_T = \frac{1}{2} \begin{bmatrix}
-a_{n-1} & -a_{n-2} & \cdots & -a_2 & -a_1 & -a_0 \\
1 & 0 & 1 & \cdots & 0 & 0 \\
0 & 1 & 0 & \cdots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & \cdots & 0 & 1 & 0 \\
0 & \cdots & \cdots & 0 & 2 & 0
\end{bmatrix} \in \mathbb{R}^{n \times n},$$

is known as the colleague matrix of $p(x)$ [10]. If we write $T_n(x) = \nu_n x^n + \cdots$, the colleague matrix has the property that $\det(xI - C_T) = \frac{1}{\nu_n} p(x)$, so the roots of $p(x)$ may be computed as the eigenvalues of $C_T$ using, for instance, the QR algorithm. The QR algorithm is a backward stable algorithm, this means that the computed eigenvalues are the exact eigenvalues of a matrix $C_T + E$, where $E$ is a (possibly dense) matrix such that

$$\|E\| = O(u) \|C_T\|,$$

for some matrix norm, where $u$ denotes the machine precision. However, the previous equation does not guarantee that the computed eigenvalues are the roots of a nearby polynomial of $p(x)$ or, in other words, that this rootfinding method is backward stable. In order for the method to be backward stable (in a normwise sense), the computed eigenvalues should be the exact roots of a polynomial $\tilde{p}(x) = T_n(x) + \sum_{k=0}^{n-1} \tilde{a}_k T_k(x)$, such that

$$\|\tilde{p} - p\| \|p\| = O(u),$$

for some matrix norm.
for some polynomial norm.

The backward stability of the polynomial rootfinding in degree-graded basis using confederate matrices is studied in [17]. In particular (see [17, Theorem 4.2]), the authors prove that if $C_T$ is the colleague matrix of a polynomial $p(x)$ and $E \in \mathbb{R}^{n \times n}$ is any matrix, then the eigenvalues of $C_T + E$ are the exact roots of a polynomial $\tilde{p}(x)$ such that

$$\tilde{p}(x) - p(x) = \sum_{i=0}^{n-1} \delta_i(p, E) T_i(x) + O(\|E\|^2),$$

(2)

where, for $i = 0, 1, \ldots, n-1$, the quantity $\delta_i(p, E)$ is an affine function of the coefficients of $p(x)$, and, separately, of the entries of $E$.

Equation (2) implies that if the roots of $p(x)$ are computed as the eigenvalues of its colleague matrix $C_T$ using a backward stable eigenvalue algorithm, then, the computed roots will be the exact roots of a polynomial $\tilde{p}(x)$ such that

$$\frac{\|\tilde{p} - p\|}{\|p\|} = \kappa(n) O(u) \|p\|,$$

for some constant $k(n)$. The previous equation shows, first, that this method is not backward stable if $\|p\| \gg 1$, and, second, that this method is backward stable if the following two conditions are satisfied: (i) the quantity $\kappa(n)$ is a low-degree polynomial in $n$ with moderate coefficients; and, (ii) the norm $\|p\|$ is moderate. As it is observed in [17], writing $\delta_i(p, E) = \sum_{j,k} \beta_{ij,k} \alpha_j E_k$, since it is not clear what exactly are the constants $\beta_{ij,k}$ involved, in principle it could happen that $|\beta_{ij,k}| >> 1$, implying that $\kappa(n)$ might not be a polynomial in $n$ with moderate coefficients. However, in this work we show that, in fact, $|\beta_{ij,k}| \leq 4$, and, so,

$$\frac{\|\tilde{p} - p\|}{\|p\|} = O(u) \|p\|,$$

holds. The previous equation implies that computing the roots of $p(x)$ via the eigenvalues of its colleague matrix using a backward stable eigenvalue algorithm is a backward stable rootfinding algorithm, provided that $\|p\| \lesssim 1$.

Computing the eigenvalues of matrix polynomials in the Chebyshev basis is becoming an important problem [9]. Given a $p \times p$ monic matrix polynomial in the Chebyshev basis of degree $n$

$$P(x) = I_p T_n(x) + \sum_{k=0}^{n-1} A_k T_k(x), \quad \text{with } A_k \in \mathbb{R}^{p \times p}, \quad \text{for } k = 0, 1, \ldots, n-1,$$

(3)

where by monic in the Chebyshev basis we mean that the coefficient of $T_n(x)$ is equal to $I_p$ (the $p \times p$ identity matrix), the polynomial eigenvalue problem consists of finding the eigenvalues of $P(x)$, that is, finding the roots of the scalar polynomial $\det(P(x))$ (note that the monicity of $P(x)$ implies its regularity), that is, $\det(P(x))$ is not identically zero). A common approach to solve the polynomial eigenvalue problem for $P(x)$ is to use the block colleague matrix

$$C_T = \frac{1}{2} \begin{bmatrix}
-A_{n-1} & -A_{n-2} + I_p & -A_{n-3} & \cdots & -A_2 & -A_1 & -A_0 \\
I_p & 0 & I_p & 0 & \cdots & 0 & 0 \\
0 & I_p & 0 & I_p & \cdots & \vdots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & I_p & 0 & I_p & \cdots \\
0 & \cdots & \cdots & \cdots & 0 & 2I_p & 0 
\end{bmatrix} \in \mathbb{R}^{np \times np},$$

(4)

since it is known (see [2]) that the eigenvalues of (4) coincide with the eigenvalues of $P(x)$.

The backward stability question arises also in the matrix polynomial case, since the eigenvalues of $C_T$ may be computed using a backward stable eigenvalue algorithm, like the QR algorithm. As in the scalar polynomial case, the backward stability of the QR algorithm implies that the computed eigenvalues are the
exact eigenvalues of the perturbed matrix \( C_T + E \), with \( \| E \| = O(u)\| C_T \| \). However, again, the backward stability of the QR algorithm does not guarantee that the computed eigenvalues are the eigenvalues of a nearby matrix polynomial of \( P(x) \) or, in other words, that the method is backward stable. In order for the method to be backward stable (in a normwise sense), the computed eigenvalues should be the exact eigenvalues of a matrix polynomial \( \tilde{P}(x) = I_T T_n(x) + \sum_{k=0}^{n-1} \tilde{A}_k T_k(x) \), with \( \tilde{A}_k \in \mathbb{R}^{n \times p} \), such that

\[
\frac{\| \tilde{P} - P \|}{\| P \|} = O(u),
\]

for some matrix polynomial norm.

Nevertheless, we will prove using some arguments inspired by [3, 8, 14] that if the eigenvalues of a matrix polynomial \( P(x) \) are computed as the eigenvalues of its colleague matrix using a backward stable eigenvalue algorithm, then, the computed eigenvalues are the exact eigenvalues of a monic matrix polynomial in the Chebyshev basis \( \tilde{P}(x) \) such that

\[
\frac{\| \tilde{P} - P \|}{\| P \|} = O(u)\| P \|.
\]

The previous equation implies that this method is backward stable if \( \| P \| \) is moderate.

The paper is organized as follows. In Section 2 we present Arnold transversality theorem for colleague matrices, which will be the main tool to study the polynomial backward stability of the rootfinding method using colleague matrices. In Section 3, to give a flavor of our algebraic approach based on interpreting the companion or colleague linearizations as multiplication-by-\( x \) operators in certain quotient modules (see also [18, Sec. 5]), we first review the backward error analysis of the rootfinding method using companion matrices in \([8, 14]\). Then, in Section 4 we prove Arnold transversality theorem for colleague matrices, and we use this theorem to study the backward stability of the rootfinding method using colleague matrices.

Throughout this paper, for a \( p \times p \) matrix polynomial \( P(x) = \sum_{k=0}^{n} A_k T_k(x) \), non necessarily monic, \( \| P \|_F \) is the norm on the vector space of \( p \times p \) matrix polynomials of degree less than or equal to \( n \) defined as

\[
\| P \|_F = \sqrt{\sum_{k=0}^{n} \| A_k \|_F^2}.
\]

Notice that, since we are going to deal with monic polynomials in the Chebyshev basis, \( A_n = I_p \). Also notice that for a scalar polynomial \( p(x) = \sum_{k=0}^{n} a_k T_k(x) \), that is, for \( p = 1 \), this norm reduces to the usual 2-norm:

\[
\| p \|_F = \| p \|_2 = \sqrt{\sum_{k=0}^{n-1} |a_k|^2}.
\]

2 Arnold transversality theorem for colleague matrices

Arnold transversality theorem will be the main tool in Section 4 to study what kind of polynomial backward stability is provided by matrix backward stability when the roots of scalar polynomials or the eigenvalues of matrix polynomials are computed as the eigenvalues of its colleague matrix with a backward stable eigenvalue algorithm. This theorem was first stated in [3] for companion matrices, and later generalized in [17] to confederate matrices of scalar polynomials.

Following [3, 7, 8, 14, 17], we consider the Euclidian matrix space \( \mathbb{R}^{n \times n} \) with the usual Frobenius inner product

\[
< A, B > := \text{tr} (AB^T),
\]

where \( M^T \) denotes the transpose of \( M \in \mathbb{R}^{n \times n} \). In this space, the set of matrices similar to a given matrix \( A \in \mathbb{R}^{n \times n} \) is a differentiable manifold in \( \mathbb{R}^{n \times n} \). This manifold is called the orbit of \( A \) under the action of similarity:

\[
O(A) := \{ SAS^{-1} : S \in \mathbb{R}^{n \times n} \text{ and } \det(S) \neq 0 \}.
\]
A first-order expansion shows that the tangent space of $O(A)$ at $A$ is the set

$$T_A O(A) := \{ A X - X A \text{ for some } X \in \mathbb{R}^{n \times n} \}.$$  

We also consider the vector subspace of "first block row matrices", denoted by $BF_{\mathbb{R}^{n,p}} \subset \mathbb{R}^{np \times np}$, which is defined as those $n \times n$ block matrices $[X_{ij}]$, with $X_{ij} \in \mathbb{R}^{p \times p}$, whose block rows are all zero except (possibly) the first:

$$BF_{\mathbb{R}^{n,p}} := \left\{ X = \begin{bmatrix} I_p & 0 & \cdots & 0 \\ \vdots & I_p & \ddots & \vdots \\ \vdots & \vdots & \ddots & I_p \\ 0 & \cdots & 0 & I_p \end{bmatrix} \begin{bmatrix} X_1 \\ X_2 \\ \vdots \\ X_n \end{bmatrix}, \text{ for some } X_1, X_2, \ldots, X_n \in \mathbb{R}^{p \times p} \right\} \subset \mathbb{R}^{np \times np}.$$  

Note that taking $p = 1$ the space $BF_{\mathbb{R}^{n,p}}$ reduces to the vector subspace $F_{\mathbb{R}^n}$ of "first row matrices" introduced in [17].

Arnold transversality theorem for a block colleague matrix $C^T$ of a monic matrix polynomial $P(x)$ in the Chebyshev basis states that any matrix $E \in \mathbb{R}^{np \times np}$ may be decomposed as

$$E = E_0 + T,$$

where $E_0 \in BF_{\mathbb{R}^{n,p}}$ is a first block row matrix and $T \in T_{C^T} O(C^T)$. Notice that taking $p = 1$ in the previous decomposition, this "block" version of Arnold transversality theorem reduces to a special case of [17, Theorem 4.1].

In Section 4.2 we present a proof of Arnold transversality theorem, different to the one in [17], extending (for the important case of the Chebyshev basis) [17, Theorem 4.1] to the more complicated case of matrix polynomials. The new approach allows us to compute explicitly the matrix $F_0$. Then, using this explicit expression, we study the polynomial backward stability of the rootfinding method using colleague matrices. However, before doing that, to give a flavor of our approach, we first treat the much easier case of the monomial basis (see [8, 14]).

### 3 Arnold transversality theorem for companion matrices and backward error analysis

The backward stability of the polynomial rootfinding using companion matrices is studied in [8]. In this section we review their results in the matrix polynomial case, since results for scalar polynomials may be seen as corollaries of them.

Given a $p \times p$ monic matrix polynomial expressed in the monomial basis

$$P(x) = I_p x^n + \sum_{k=0}^{n-1} B_k x^k, \text{ with } B_k \in \mathbb{R}^{p \times p}, \text{ for } k = 0, 1, \ldots, n - 1,$$

its eigenvalues may be computed as the eigenvalues of the block companion matrix (see [11, Chapter 14])

$$C_1 := \begin{bmatrix} -B_{n-1} & -B_{n-2} & \cdots & -B_1 & -B_0 \\ I_p & 0 & \cdots & 0 & 0 \\ 0 & I_p & \ddots & 0 & 0 \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & I_p & 0 \end{bmatrix},$$

using a backward stable eigenvalue algorithm.

In [8], it is shown how a dense perturbation $E$ to the block companion matrix leads to first order perturbations in the coefficients $B_k$. To do so, they use Arnold transversality theorem for companion matrices, that is, they show how any matrix $E \in \mathbb{R}^{np \times np}$ may be decomposed as

$$E = E_0 + T = E_0 + C_1 X - XC_1,$$  \hspace{1cm} (5)
where \( E_0 \in \mathcal{BF}_{n,p} \) is a first block row matrix and \( T = XC_1 - C_1X \in T_{C_1}O(C_1) \) is a matrix in the tangent space of the orbit of \( C_1 \). As a consequence of the previous decomposition we have that if \( E \) is a small perturbation of \( C_1 \), then, to first order in \( E \), the matrix \( C_1 + E \) is similar to \( C_1 + E_0 \). In other words,

\[
C_1 + E = (I + X)^{-1}(C_1 + E_0)(I + X) + O(\|E\|_2^2),
\]

for some matrix \( X \in \mathbb{R}^{np \times np} \). Noting that \( C_1 + E_0 \) is in turn a block companion matrix of another matrix polynomial, we see that a small perturbation of the block companion matrix of \( P(x) \) is similar, to first order in the norm of the perturbation, to a block companion matrix of a perturbed polynomial \( \tilde{P}(x) \).

In order to compute \( E_0 \) in (5), define the matrices

\[
N_k := \sum_{j=k}^{n} C_1^{n-j} (I_n \otimes B_j), \quad \text{for } k = 1, 2, \ldots, n,
\]

where \( B_n := I_p \) and \( \otimes \) denotes the Kronecker product, which satisfy, for \( k = 1, 2, \ldots, n - 1 \),

\[
N_k = N_{k+1} C_1 + I_n \otimes B_k, \quad \text{with } N_n = I_n \otimes I_p.
\]

Using the recurrence relation (7), the matrix \( N_k \) can be computed explicitly [8, Lemma 4.1]:

\[
N_k = \begin{bmatrix}
0 & -B_{k-1} & \cdots & -B_1 & -B_0 \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
0 & -B_{k-1} & \cdots & -B_1 & -B_0 \\
I_p & B_{n-1} & \cdots & B_k \\
0 & I_p & B_{n-1} & \cdots & B_k \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
0 & I_p & B_{n-1} & \cdots & B_k
\end{bmatrix}, \quad \text{for } k = 1, 2, \ldots, n,
\]

where the first block-row contains \( n - k \) block rows, and the second block row contains \( k \) block rows.

Writing the matrix \( E \) and the matrix \( N_k \) as \( n \times n \) block matrices \( E = [E_{ij}] \) and \( N_k = [(N_k)_{ij}] \), respectively, with \( E_{ij}, (N_k)_{ij} \in \mathbb{R}^{p \times p} \), the authors in [8] prove that the matrix \( E_0 \) in (5) is given by

\[
E_0 = \begin{bmatrix}
\sum_{i,j=1}^{n} E_{ij}(N_k)_{ji} & \cdots & \sum_{i,j=1}^{n} E_{ij}(N_2)_{ji} & \sum_{i,j=1}^{n} E_{ij}(N_1)_{ji} \\
0 & \cdots & 0 & 0 \\
\vdots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & 0
\end{bmatrix}.
\]

Therefore, the matrix \( C_1 + E \) is similar, to first order in the norm of \( E \), to a block companion matrix associated with the monic matrix polynomial

\[
\tilde{P}(x) = I_p x^n + \sum_{k=0}^{n-1} \tilde{B}_k x^k = I_p x^n + \sum_{k=0}^{n-1} (B_k - \sum_{i,j=1}^{n} E_{ij}(N_{k+1})_{ji}) x^k.
\]

From the previous equation, together with (8), we get that the eigenvalues of \( C_1 + E \) are the eigenvalues of a monic matrix polynomial \( \tilde{P}(x) = I_p x^n + \sum_{k=0}^{n-1} B_k x^k \) such that, to first order in the norm of \( E \),

\[
\|B_k - B_k\|_F = \| \sum_{s=k+1}^{n} \left( \sum_{j=n-k}^{n} B_j E_{j-s+k+1,j} \right) - \sum_{s=0}^{k} \left( \sum_{j=1}^{n-k-1} B_j E_{j-s+k+1,j} \right) \|_F, \quad \text{for } k = 0, 1, \ldots, n - 1.
\]

Then, if the eigenvalues of the block companion matrix \( C_1 \) are computed with a backward stable eigenvalue algorithm, it may be proved from (9) that, to first order in \( E \), the computed eigenvalues are the exact eigenvalues of a polynomial \( \tilde{P}(x) \) such that

\[
\frac{\| \tilde{P} - P\|_F}{\|P\|_F} = O(u)\|P\|_F.
\]
Note that (10) implies that if the norm of the coefficients of $P(x)$ are moderate, then computing its eigenvalues via the eigenvalues of its block companion matrix $C_1$ is a backward stable method.

In the following, we present a different approach to the matrices $N_k$, for $k = 1, 2, \ldots, n$, in (8) in order to better understand them and the block Toeplitz structure of their two blocks. First, by direct multiplication, it may be easily checked (see also [18, Section 5] and [19, Section 9]) that the block companion matrix $C_1$ satisfies

$$
\begin{bmatrix}
    x^n & \vdots & x & 1 \\
    \vdots & \ddots & \vdots & \vdots \\
    x & \vdots & x & 1 \\
    1 & \vdots & 1 & 1
\end{bmatrix} \otimes I_p = C_1
\begin{bmatrix}
    x^n & \vdots & x & 1 \\
    \vdots & \ddots & \vdots & \vdots \\
    x & \vdots & x & 1 \\
    1 & \vdots & 1 & 1
\end{bmatrix} \otimes I_p + e_1 \otimes P(x),
$$

(11)

where $e_1$ denotes the first column of the $n \times n$ identity matrix. Then, define the degree $k$ Horner shift of $P(x)$ as the matrix polynomial (see [6, Definition 4.1])

$$
P_k(x) := I_p x^k + \sum_{j=0}^{k-1} B_{n-k+j} x^j.
$$

(12)

The Horner shifts of $P(x)$ satisfy, for $k = 1, 2, \ldots, n - 1$,

$$
P_k(x) = x P_{k-1}(x) + B_{n-k}, \quad \text{with } P_0(x) = I_p.
$$

(13)

Using (13), together with (7) and (11), it may be proved that the matrix $N_k$ in (6) is the unique matrix satisfying

$$
\begin{bmatrix}
    x^n & \vdots & x & 1 \\
    \vdots & \ddots & \vdots & \vdots \\
    x & \vdots & x & 1 \\
    1 & \vdots & 1 & 1
\end{bmatrix} \otimes P_n-k(x) = N_k
\begin{bmatrix}
    x^n & \vdots & x & 1 \\
    \vdots & \ddots & \vdots & \vdots \\
    x & \vdots & x & 1 \\
    1 & \vdots & 1 & 1
\end{bmatrix} \otimes I_p + \begin{bmatrix}
    r_{1k}(x) \\
    \vdots \\
    r_{n-1,k}(x) \\
    r_{nk}(x)
\end{bmatrix} \otimes P(x)
$$

(14)

for some scalar polynomials $r_{1k}(x), \ldots, r_{nk}(x)$. In words, the $i$th block row of $N_k$ contains the coefficients of the unique matrix polynomial $Q_{ik}(x)$ of degree less than or equal to $n - 1$ such that

$$
x^{n-i} P_{n-k}(x) = Q_{ik}(x) + r_{ik}(x) P(x),
$$

(15)

for some scalar polynomial $r_{ik}(x)$.

Observing that the Horner shifts in (12) satisfy

$$
x^k P_{n-k}(x) = P(x) - B_{k-1} x^{k-1} - \cdots - B_1 x - B_0, \quad \text{for } k = 1, 2, \ldots, n - 1,
$$

(16)

it is immediate to check that the polynomial $Q_{ik}(x)$ in (15) is given by

$$
Q_{ik}(x) = \begin{cases}
    \sum_{j=1}^{n} B_j x^{n+j-i-k} & \text{if } i \geq n-k+1, \\
    -\sum_{j=0}^{k-1} B_j x^{n+1+j-k} & \text{if } i \leq n-k,
\end{cases}
$$

(17)

for $i, k = 1, 2, \ldots, n$, where we set $B_n := I_p$. Then, from (15) and (17) we get

$$
\begin{bmatrix}
    x^n & \vdots & x & 1 \\
    \vdots & \ddots & \vdots & \vdots \\
    x & \vdots & x & 1 \\
    1 & \vdots & 1 & 1
\end{bmatrix} \otimes P_{n-k}(x) = \begin{bmatrix}
    -\sum_{j=0}^{k-1} B_j x^{n+1+j-k} \\
    -\sum_{j=1}^{n} B_j x^{n+j-1-k} \\
    \vdots \\
    \sum_{j=1}^{n} B_j x^{n+j-k}
\end{bmatrix} \otimes P(x) + \begin{bmatrix}
    r_{1k}(x) \\
    \vdots \\
    r_{n-1,k}(x) \\
    r_{nk}(x)
\end{bmatrix} \otimes P(x)
$$

(18)

and comparing (14) with (18), we recover the expression in (8) for the matrix $N_k$, and the Toeplitz structure of its two blocks is also immediately explained.

In Section 4.2 we will use an approach similar to (14) in the case of the Chebyshev basis. However, there are more technicalities to be addressed with respect to the monomial basis.
4 Arnold transversality theorem for colleague matrices and backward error analysis

4.1 Clenshaw shifts and Clenshaw matrices

In this section we introduce some matrix polynomials and some matrices, named here as Clenshaw shifts and Clenshaw matrices, respectively, associated with a monic matrix polynomial in the Chebyshev basis $P(x)$, that will be used through Section 4.2 and will be key in the following developments. Clenshaw shifts and Clenshaw matrices are the generalization of the Horner shifts in (12) and the matrices $N_1, N_2, \ldots, N_k$ in (6), respectively, when the polynomial $P(x)$ is expressed in the Chebyshev basis.

Associated with the $p \times p$ monic matrix polynomial in the Chebyshev basis $P(x)$ in (3), we define the following $p \times p$ matrix polynomials:

$$
\begin{align*}
H_0(x) &= 2I_p, \\
H_1(x) &= 2xH_0(x) + 2A_{n-1}, \\
H_k(x) &= 2xH_{k-1}(x) - H_{k-2}(x) + 2A_{n-k}, \quad \text{for } k = 2, 3, \ldots, n-2, \\
H_{n-1}(x) &= xH_{n-2}(x) - H_{n-3}(x)/2 + A_1.
\end{align*}
$$

We will refer, for $k = 1, 2, \ldots, n,$ to the matrix polynomial $H_k(x)$ as the degree $k$ Clenshaw shifts of $P(x)$, since for $p = 1$ they coincide with the well known Clenshaw shifts associated with a scalar polynomial expressed in the Chebyshev basis [5]. Clenshaw shifts are related with the polynomial $P(x)$ through the following equation [5]:

$$
2P(x) = 2xH_{n-1}(x) - H_{n-2}(x) + 2A_0.
$$

In Theorem 4.1, given the Chebyshev polynomial $T_{n-i}(x)$ and the Clenshaw shift $H_{n-k}(x)$, we show how to express $T_{n-i}(x)H_{n-k}(x)$ uniquely as $Q_{ij}(x) + r_{ik}(x)P(x)$, where $Q_{ij}(x)$ is a $p \times p$ matrix polynomial of degree less than or equal to $n-1$ and $r_{ik}(x)$ is a scalar polynomial. This result is the Chebyshev analogue of (15) and (17). The proof of Theorem 4.1 is elementary but rather technical, so we leave it to the appendix.

In order to write down a reasonably simple formula for $T_{n-i}(x)H_{n-k}(x)$, we define the following quantities

$$
\begin{align*}
\Gamma_{2k+1} &= \Gamma_{2k-1} + 2A_{n-2k-1}, \quad \text{for } k = 1, 2, \ldots, \left\lfloor \frac{n}{2} \right\rfloor - 1, \quad \text{with } \Gamma_0 = 2I_p, \quad \text{and} \\
\Gamma_{2k} &= \Gamma_{2(k-1)} + 2A_{n-2k}, \quad \text{for } k = 1, 2, \ldots, \left\lceil \frac{n}{2} \right\rceil - 1, \quad \text{with } \Gamma_1 = 2A_{n-1}.
\end{align*}
$$

Notice that in $\Gamma_k$ only appear coefficients of $P(x)$ with indices of the same parity.

**Theorem 4.1.** Let $P(x) = I_pT_n(x) + \sum_{k=0}^{n-1} A_kT_k(x)$ be a $p \times p$ monic matrix polynomial in the Chebyshev basis of degree $n$, let $T_{n-i}(x)$ and $H_{n-k}(x)$ be, respectively, the degree $n-i$ Chebyshev polynomial and the degree $n-k$ Clenshaw shift of $P(x)$, with $i, k \in \{1, 2, \ldots, n\}$. Then, there exist a unique $p \times p$ matrix polynomial $Q_{ik}(x)$ of degree less than or equal to $n-1$ and a unique scalar polynomial $r_{ik}(x)$ such that

$$
T_{n-i}(x)H_{n-k}(x) = Q_{ik}(x) + r_{ik}(x)P(x),
$$

where,

- if $i \geq n-k+1$ and $k \geq 2$,

$$
Q_{ik}(x) = \sum_{\ell=0}^{n-k-1} \Gamma_{\ell}T_{2n-i-k-\ell}(x) + T_{[k+\ell-i]}(x) + \Gamma_{n-k}T_{n-i}(x);
$$

- if $i = n$ and $k = 1$,

$$
Q_{ik}(x) = \sum_{\ell=0}^{n-2} \Gamma_{\ell}T_{n-1-\ell}(x) + \Gamma_{n-1}T_{0}(x);
$$
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• if $i \leq n - k$ and $n - 1 \geq k \geq 2$,

$$Q_{ik}(x) = \sum_{\ell=0}^{i-2} \Gamma_{\ell} T_{i+k-2-\ell}(x) + T_{[k+\ell-i]}(x) + \Gamma_{i-1} T_{k-1}(x) - \sum_{\ell=1}^{n-k+1-i-k-1+\ell} \sum_{r=1}^{n-i} 2A_{k-1+\ell-r} T_{n-i+1-\ell-r}(x);$$

(24)

• if $i \leq n - k$ and $k = 1$

$$Q_{ik}(x) = \sum_{\ell=0}^{i-2} \Gamma_{\ell} T_{i+k-2-\ell}(x) + \Gamma_{i-1} T_{0}(x) - \sum_{\ell=1}^{n-i} \sum_{r=1}^{\ell} A_{\ell-r} T_{n-i+1-\ell-r}(x);$$

(25)

where $\Gamma_{\ell}$, for $\ell = 0, 1, 2, \ldots$, is defined in (21).

From Theorem 4.1, it is clear that there exists a unique $n \times n$ block matrix $M_k = [(M_{k})_{ij}]$, with $(M_{k})_{ij} \in \mathbb{R}^{p \times p}$, such that

$$\begin{bmatrix}
T_{n-1}(x) \\
\vdots \\
T_{1}(x) \\
T_{0}(x)
\end{bmatrix} \otimes H_{n-k}(x) = M_{k} \begin{bmatrix}
T_{n-1}(x) \\
\vdots \\
T_{1}(x) \\
T_{0}(x)
\end{bmatrix} \otimes I_{p} + \begin{bmatrix}
\Gamma_{1}(x) \\
\vdots \\
\Gamma_{n-k}(x)
\end{bmatrix} \otimes P(x), \quad \text{for } k = 1, 2, \ldots, n,$n

(26)

where $\otimes$ denotes the Kronecker product, for some scalar polynomials $\Gamma_{1}(x), \ldots, \Gamma_{n-k}(x)$. We will refer to the matrix $M_{k}$ in (26) as the $k$th Clenshaw matrix of $P(x)$.

By direct multiplication, it may be easily checked that the block colleague matrix $C_{T}$ satisfies

$$x \begin{bmatrix}
T_{n-1}(x) \\
\vdots \\
T_{1}(x) \\
T_{0}(x)
\end{bmatrix} \otimes I_{p} = C_{T} \begin{bmatrix}
T_{n-1}(x) \\
\vdots \\
T_{1}(x) \\
T_{0}(x)
\end{bmatrix} \otimes I_{p} + e_{1} \otimes P(x),$$

(27)

Then, using (26) and (27), in Proposition 4.2 we show that the Clenshaw matrices $M_{1}, M_{2}, \ldots, M_{n}$ in (26) satisfy a simple recurrence relation. This recurrence relation is the analogue of (13) when the matrix polynomial $P(x)$ is expressed in the Chebyshev basis instead of the monomial basis.

**Proposition 4.2.** Let $P(x) = I_{p} T_{n}(x) + \sum_{k=0}^{n-1} A_{k} T_{k}(x)$ be a $p \times p$ monic matrix polynomial in the Chebyshev basis of degree $n$, let $C_{T}$ be the block colleague matrix of $P(x)$, and let $M_{1}, M_{2}, \ldots, M_{n}$ be the Clenshaw matrices in (26). Then,

$$M_{n} = I_{n} \otimes 2I_{p},$$

$$M_{n-1} = 2M_{n} C_{T} + I_{n} \otimes 2A_{n-1},$$

$$M_{k} = 2M_{k+1} C_{T} - M_{k+2} + I_{n} \otimes 2A_{k}, \quad \text{for } k = n-2, \ldots, 3, 2, \quad \text{and}$$

$$M_{1} = M_{2} C_{T} - M_{3}/2 + I_{n} \otimes A_{1}.$$

(28)

**Proof.** The proof proceeds by induction on $k$ (backwards from $k = n$). First, we prove that the result is true for $k = n$. From (19), we have

$$\begin{bmatrix}
T_{n-1}(x) \\
\vdots \\
T_{1}(x) \\
T_{0}(x)
\end{bmatrix} \otimes H_{0}(x) = \begin{bmatrix}
T_{n-1}(x) \\
\vdots \\
T_{1}(x) \\
T_{0}(x)
\end{bmatrix} \otimes 2I_{p} = \begin{bmatrix}
2I_{p} \\
\vdots \\
2I_{p}
\end{bmatrix} \begin{bmatrix}
T_{n-1}(x) \\
\vdots \\
T_{1}(x) \\
T_{0}(x)
\end{bmatrix} \otimes I_{p}.$$

Comparing the previous equation with (26), we deduce that $M_{n} = I_{n} \otimes 2I_{p}$.
Second, we prove that the result is true for \( k = n - 1 \). From (19), we have
\[
\begin{bmatrix}
T_{n-1}(x) \\
\vdots \\
T_1(x) \\
T_0(x)
\end{bmatrix} \otimes H_1(x) = \begin{bmatrix}
T_{n-1}(x) \\
\vdots \\
T_1(x) \\
T_0(x)
\end{bmatrix} \otimes (2xH_0(x) + 2A_{n-1}) = 2x \begin{bmatrix}
T_{n-1}(x) \\
\vdots \\
T_1(x) \\
T_0(x)
\end{bmatrix} \otimes H_0(x) + \begin{bmatrix}
T_{n-1}(x) \\
\vdots \\
T_1(x) \\
T_0(x)
\end{bmatrix} \otimes 2A_{n-1}.
\]

Using the inductive hypothesis, together with (27), we get
\[
\begin{bmatrix}
T_{n-1}(x) \\
\vdots \\
T_1(x) \\
T_0(x)
\end{bmatrix} \otimes H_1(x) = (2M_nC_T + I_n \otimes 2A_{n-1}) \begin{bmatrix}
T_{n-1}(x) \\
\vdots \\
T_1(x) \\
T_0(x)
\end{bmatrix} + \begin{bmatrix}
r_{1,n-1}(x) \\
\vdots \\
r_{n,n-1}(x)
\end{bmatrix} \otimes P(x),
\]
for some scalar polynomials \( r_{1,n-1}(x), \ldots, r_{n,n-1}(x) \). Comparing the previous equation with (26), we deduce that \( M_n = 2M_nC_T + I_n \otimes 2A_{n-1} \).

Third, assume that the result is true for \( M_n, M_{n-1}, \ldots, M_{k+1} \), with \( n - 2 \geq k \geq 2 \). From (19), we have
\[
\begin{bmatrix}
T_{n-1}(x) \\
\vdots \\
T_1(x) \\
T_0(x)
\end{bmatrix} \otimes H_{n-k}(x) = \begin{bmatrix}
T_{n-1}(x) \\
\vdots \\
T_1(x) \\
T_0(x)
\end{bmatrix} \otimes (2xH_{n-k-1}(x) - H_{n-k-2}(x) + 2A_k) = 2x \begin{bmatrix}
T_{n-1}(x) \\
\vdots \\
T_1(x) \\
T_0(x)
\end{bmatrix} \otimes H_{n-k-1}(x) - \begin{bmatrix}
T_{n-1}(x) \\
\vdots \\
T_1(x) \\
T_0(x)
\end{bmatrix} \otimes H_{n-k-2}(x) + \begin{bmatrix}
r_{1,k}(x) \\
\vdots \\
r_{n-k-1}(x) \\
r_{n,k}(x)
\end{bmatrix} \otimes 2A_k.
\]

Using that the result is true for \( k + 1 \) and \( k + 2 \), together with (27), we get
\[
\begin{bmatrix}
T_{n-1}(x) \\
\vdots \\
T_1(x) \\
T_0(x)
\end{bmatrix} \otimes H_{n-k}(x) = (2C_T M_{k+1} - M_{k+2} + I_n \otimes 2A_k) \begin{bmatrix}
T_{n-1}(x) \\
\vdots \\
T_1(x) \\
T_0(x)
\end{bmatrix} + \begin{bmatrix}
r_{1,k}(x) \\
\vdots \\
r_{n-k-1}(x) \\
r_{n,k}(x)
\end{bmatrix} \otimes P(x),
\]
for some scalar polynomials \( r_{1,k}(x), \ldots, r_{n,k}(x) \). Comparing the previous equation with (26), we deduce that \( M_k = 2C_T M_{k+1} - M_{k+2} + I_n \otimes 2A_k \).

Finally, the proof of the last case \( (k = 1) \) is similar to the proof for the previous cases \( n - 2 \geq k \geq 2 \), but using \( H_{n-1}(x) = xH_{n-2}(x) - H_{n-3}(x)/2 + A_1 \), so we omit it.

In contrast with (8), the Clenshaw matrices \( M_1, M_2, \ldots, M_n \) have a complicated structure. For example, for \( n = 6 \) and \( k = 3 \), it is easy to check using (28) that the matrix \( M_k \) is equal to
\[
\begin{bmatrix}
0 & -2A_2 & -2A_3 & -2A_4 & -2A_5 & -2A_6 \\
0 & 0 & 2I_p & -2A_2 & -2A_3 & -2A_4 & -2A_5 & -2A_6 \\
0 & 0 & 0 & 2I_p & -2A_2 & -2A_3 & -2A_4 & -2A_5 & -2A_6 \\
2I_p & 2A_5 & 2I_p & 2A_4 & -2A_2 & -2A_3 & -2A_4 & -2A_5 & -2A_6 \\
0 & 2I_p & 2A_5 & 2I_p & 2A_4 & -2A_2 & -2A_3 & -2A_4 & -2A_5 & -2A_6 \\
0 & 0 & 2I_p & 2A_5 & 2I_p & 2A_4 & -2A_2 & -2A_3 & -2A_4 & -2A_5 & -2A_6 \\
0 & 0 & 0 & 2I_p & 2A_5 & 2I_p & 2A_4 & -2A_2 & -2A_3 & -2A_4 & -2A_5 & -2A_6 \\
0 & 0 & 0 & 0 & 2I_p & 2A_5 & 2I_p & 2A_4 & -2A_2 & -2A_3 & -2A_4 & -2A_5 & -2A_6 \\
\end{bmatrix}.
\]

Two observations about the matrix (29) are: (i) its first block column is equal to \( c_{n-k+1} \oplus 2I_p \), where \( c_{n-k+1} \) denotes the \( n \times n \) identity matrix; and, (ii) if we set \( A_n := I_p \), each block entry has the form \( \sum_{i=0}^n c_i A_i \), where \( |c_i| \leq 4 \). In Theorem 4.3, we show that the two previous observations are true for any \( n \) and \( k \). Property (i) will be key to prove Arnold transversality theorem, and property (ii) will be key to study what kind of backward stability of a linearization-based algorithm for the polynomial eigenvalue problem is provided by the backward stability of an eigensolver for the linearized problem.
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Theorem 4.3. Let $P(x) = I_p T_n(x) + \sum_{k=0}^{n-1} A_k T_k(x)$ be a $p \times p$ monic matrix polynomial in the Chebyshev basis of degree $n$, and let $M_k$, for $k = 1, 2, \ldots, n$, be the $k$th Clenshaw matrix in (26). Then, the following statements hold:

(a) The first block column of $M_k$ is equal to $e_{n-k+1} \otimes 2I_p$, where $e_t$ denotes the $t$th column of the $n \times n$ identity matrix.

(b) For $i, j = 1, 2, \ldots, n$, the $(i, j)$th block entry of $M_k$ satisfies $(M_k)_{ij} = \sum_{t=0}^{n} \alpha_{t, ijk} A_t$ with $|\alpha_{t, ijk}| \leq 4$, where we set $A_n := I_p$.

Proof. From Theorem 4.1 together with (26), we have $H_{n-k}(x) T_{n-i}(x) = \sum_{j=1}^{n} (M_k)_{ij} T_{n-j}(x) + r_{ik}(x) P(x)$.

Therefore, to prove part (a) it is enough to show that

\[ T_{n-i}(x) H_{n-k}(x) = 2I_p T_{n-1}(x) + \cdots + r_{ik}(x) P(x), \tag{30} \]

if $i = n - k + 1$, and that

\[ T_{n-i}(x) H_{n-k}(x) = (M_k)_{i0} T_{n-1}(x) + \cdots + r_{ik}(x) P(x), \tag{31} \]

with $\nu < n - 1$, if $i \neq n - k + 1$, where the dots correspond to Chebyshev polynomials with lower indices.

First, suppose that $i \geq n - k + 1$. We will prove that $T_{n-i}(x) H_{n-k}(x)$ is of the form (30) when $i = n - k + 1$ and it is of the form (31) otherwise. We need to distinguish several cases. First, let $k = n$. From (22) we get that $T_{n-i}(x) H_{0}(x) = \Gamma_0 T_{n-i}(x) = 2I_p T_{n-i}(x)$. Since the index $n - i$ is equal to $n - 1$ if and only if $i = 1$, the result is true in this case. Then, consider the case $n \geq k \geq 2$. There are three kinds of indices of Chebyshev polynomials in (22). The first is $2n - i = k - \ell$, which is equal to $n - 1$ if and only if $\ell = 0$ and $i = n - k + 1$. This gives a contribution $\Gamma_0 T_{n-i}(x) = 2I_p T_{n-i}(x)$ only when $i = n - k + 1$. The second one is $[k + \ell - i]$. Taking into account the possible values that $k, \ell$, and $i$ can take in (22), it may be easily checked that this index is smaller than or equal to $n - 2$. The third index is $n - i$ which necessarily is smaller than or equal to $n - 2$, and, hence, the result is true in this case. Finally, consider the case $k = 1$ and $i = n$. There are two kinds on indices of Chebyshev polynomials in (23). The first one is $n - 1 - \ell$, which is equal to $n - 1$ if and only if $\ell = 0$. This gives a contribution $\Gamma_0 T_{n-i}(x) = 2I_p T_{n-i}(x)$. The second index is 0, which is smaller than $n - 2$. Therefore, the result is also true in this case.

Now suppose that $i \leq n - k$. We will prove that $T_{n-i}(x) H_{n-k}(x)$ is of the form (31). Notice that there are four kinds of indices in (24) when $k \geq 2$, namely, $i + k - 2 - \ell$, $|k + \ell - i|$, $|n - i + 1 - \ell - r|$, and $k - 1$, and three kinds on indices in (25) when $k = 1$, namely, $i + 1 - \ell$, $i - 1$ and $|n - i + 1 - \ell - r|$. Taking into account the possible values that $k, \ell$, and $i$ can take in (31), in both cases ($k \geq 2$ and $k = 2$), it may be checked that these indices do not exceed $n - 2$.

Now, we proceed to prove part (b). Again, we need to distinguish several cases. First, suppose that $i \geq n - k + 1$ and also assume that $k \geq 2$ (the argument when $k = 1$ is similar and simpler, so we omit it), and consider the three kinds of indices of Chebyshev polynomials that appear in (22), namely, $2n - i = k - \ell$, $|k + \ell - i|$, and $n - i$. For $\ell = 0, 1, \ldots, n - k$, a careful look at these indices reveals that if $k + \ell - i \geq 0$, then the three of them are different. Therefore, we can write (22) as

\[ \sum_{\ell=0}^{n-1} B_{\ell} T_{\ell}(x) + \sum_{\ell=1}^{n-1} B_{\ell} T_{\ell}(x), \tag{32} \]

where $B_{\ell}$ is equal to either 0 or $\Gamma_1$ for some $t$. It follows that $(M_k)_{ij}$ equals to either 0, $\Gamma_1$ for some $t$, or $\Gamma_1 + \Gamma_2$ for some $t_1, t_2$. Finally, recall from (21) that $\Gamma_1$ is equal to $2I_p + 2A_{n-2} + 2A_{n-4} + \cdots$ if $t$ is even, or to $2A_{n-1} + 2A_{n-3} + \cdots$ if $t$ is odd. Therefore, $(M_k)_{ij} = \sum_{t=0}^{n} \alpha_{t, ijk} A_t$, with $|\alpha_{t, ijk}| \leq 4$.

Then suppose that $i \leq n - k$ and also assume that $k \geq 2$ (again, the argument when $k = 1$ is similar and simpler, so we omit it). First, consider the three kinds of indices of Chebyshev polynomials that appear in the first summand in (24), namely, $i + k - 2 - \ell$, $|k + \ell - i|$, $k - 1$. For $\ell = 0, 1, \ldots, i - 2$, again, it may be checked that if $k + \ell - i \geq 0$, then these three indices are different. Therefore, the first summand in (24) is also of the form (32). Finally, consider the index of the Chebyshev polynomials and the index of the coefficients $A_t$ that appear in the second summand in (24), namely, $|n - i + 1 - \ell - r|$, and $k + 1 + \ell - r$. If
n - i + 1 - \ell - r \geq 0$, it may be checked that for any two allowed different pairs $(\ell, r)$ that realize the same value of $n - i + 1 - \ell - r$, then the associate indices $k + 1 + \ell - r$ must be different. Since the same occur when $n - i + 1 - \ell - r < 0$, it follows that (24) is of the form
\[
\sum_{\ell=0}^{n-2} C_\ell T_\ell(x) + \sum_{\ell=-(2-n)}^{-1} C_\ell T_{-\ell}(x) - 2 \sum_{\ell=0}^{n-2} D_\ell T_\ell(x) - 2 \sum_{\ell=2-n}^{-1} D_\ell T_{-\ell}(x) + r_{ik}(x)P(x)
\]
where $C_\ell$ is equal to either 0 or 1 for some $t$, and $D_\ell$ is equal to $\sum_{i=1}^{n} A_{ii}$, where $i_1 \neq i_2$ whenever $t_1 \neq t_2$. Then, it follows that
\[
(M_k)_{ij} = \sum_{\ell=0}^{n} \delta_\ell A_\ell - \sum_{\ell=0}^{n} \rho_\ell A_\ell,
\]
where $\delta_\ell$ and $\rho_\ell$ are equal to either 4, or 2 or 0, therefore $(M_k)_{ij} = \sum_{t=0}^{n} \alpha_{t,ijk} A_2$ with $|\alpha_{t,ijk}| \leq 4$. □

If necessary, explicit expressions of the entries of the Clenshaw matrices $M_1, M_2, \ldots, M_n$ may be obtained from Theorem 4.1. However, since Theorem 4.3 is the only information that we will need about them to prove our main results in the following section, we do not pursue that idea.

4.2 Backward error of the Chebyshev rootfinding method using colleague matrices

In this section we prove Arnold transversality theorem for colleague matrices of monic polynomials in the Chebyshev basis. That is, we show that any matrix $n - i + 1 - \ell - r \geq 0$, it may be checked that for any two allowed different pairs $(\ell, r)$ that realize the same value of $n - i + 1 - \ell - r$, then the associate indices $k + 1 + \ell - r$ must be different. Since the same occur when $n - i + 1 - \ell - r < 0$, it follows that (24) is of the form
\[
\sum_{\ell=0}^{n-2} C_\ell T_\ell(x) + \sum_{\ell=-(2-n)}^{-1} C_\ell T_{-\ell}(x) - 2 \sum_{\ell=0}^{n-2} D_\ell T_\ell(x) - 2 \sum_{\ell=2-n}^{-1} D_\ell T_{-\ell}(x) + r_{ik}(x)P(x)
\]
where $C_\ell$ is equal to either 0 or 1 for some $t$, and $D_\ell$ is equal to $\sum_{i=1}^{n} A_{ii}$, where $i_1 \neq i_2$ whenever $t_1 \neq t_2$. Then, it follows that
\[
(M_k)_{ij} = \sum_{\ell=0}^{n} \delta_\ell A_\ell - \sum_{\ell=0}^{n} \rho_\ell A_\ell,
\]
where $\delta_\ell$ and $\rho_\ell$ are equal to either 4, or 2 or 0, therefore $(M_k)_{ij} = \sum_{t=0}^{n} \alpha_{t,ijk} A_2$ with $|\alpha_{t,ijk}| \leq 4$. □

In order to get the decomposition (33) with $T \in \text{Sub} \ T_{C_T} \mathcal{O}(C_T)$ we will make use of the Clenshaw matrices $M_1, M_2, \ldots, M_n \in \mathbb{R}^{n \times np}$, defined in (26), of the matrix polynomial $P(x)$ in (3). Recall that the Clenshaw matrices satisfy the following recurrence relation (see Proposition 4.2):
\[
\begin{align*}
M_n &= I_n \otimes 2I_p, \\
M_{n-1} &= 2M_n C_T + I_n \otimes 2A_{n-1}, \\
M_k &= 2M_{k-1} C_T - M_{k-2} + I_n \otimes 2A_k, \quad \text{for } k = n - 2, \ldots, 3, 2, \quad \text{and} \\
M_1 &= M_2 C_T - M_3/2 + I_n \otimes A_1.
\end{align*}
\]
We illustrate these matrices with a small example ($n = 4$). From (34), it is easy to check that

$$M_4 = \begin{bmatrix} 2I_n & 0 & 0 & 0 \\ 0 & 2I_n & 0 & 0 \\ 0 & 0 & 2I_n & 0 \\ 0 & 0 & 0 & 2I_n \end{bmatrix}, \quad M_3 = \begin{bmatrix} 0 & 2I_n - 2A_2 & -2A_1 & -2A_0 \\ 2I_n & 2A_3 & 2I_n & 0 \\ 0 & 2I_n & 2A_3 & 2I_n \\ 0 & 0 & 4I_n & 2A_3 \end{bmatrix},$$

$$M_2 = \begin{bmatrix} 0 & -2A_1 & 2I_n - 2A_2 - 4A_0 & -2A_1 \\ 2I_n & 2A_3 & 2I_n - 2A_0 & 2A_3 \\ 0 & 4I_n & 2A_3 & 2I_n + 2A_2 \end{bmatrix}, \quad \text{and}

$$M_1 = \begin{bmatrix} 0 & -2A_0 & -2A_1 & I_n - A_2 - A_0 \\ 0 & 0 & 2I_n - 2A_0 & A_3 - A_1 \\ 0 & 2I_n & 2A_3 & I_n + A_2 - A_0 \\ 2I_n & 2A_3 & 2I_n + 2A_2 & A_3 + A_1 \end{bmatrix}.$$

The only information that we need about Clenshaw matrices are those stated in Theorem 4.3.

Following [8], we also define the block trace of a $np \times np$ block matrix $Z = [Z_{ij}]$, with $Z_{ij} \in \mathbb{R}^{p \times p}$, as the $p \times p$ matrix

$$\text{tr}_p (Z) := \sum_{i=1}^{n} Z_{ii}.$$ 

The block trace is used in Theorem 4.4, which provides a characterization of the subspace $\text{Sub} T_{C_p} \mathcal{O}(C_T)$, and is a generalization of [8, Theorem 4.1] when the matrix polynomial $P(x)$ is expressed in the Chebyshev basis.

**Theorem 4.4.** For any $Z \in \mathbb{R}^{np \times np}$,

$$\text{tr}_p (M_{k+1}Z) = 0, \quad \text{for } k = 0, 1, \ldots, n - 1,$$

if and only if

$$Z = C_T X - XC_T \quad \text{for some } X \in \mathbb{R}^{np \times np} \text{ with 0 first block column.}$$

Moreover, either condition determines the first block row of $Z$ uniquely given the remaining block rows.

**Proof.** From part (a) in Theorem 4.3, the $(n - k, 1)$ block entry of $M_{k+1}$ is equal to $2I_p$, and the $(i, 1)$ block entry of $M_{k+1}$, with $i \neq n - k$, is equal to 0. Therefore, $Z_{i, n-k}$, for $k = 0, 1, \ldots, n - 1$, is uniquely determined from (35). Also, if $X$ has 0 first block column, it may be easily checked that the map from $X$ to the last $n - 1$ block rows of $C_T X - XC_T$ has a trivial nullspace. Thus, $Z$ is uniquely determined by (36).

To finish the proof we need to prove that (36) implies (35). That is, we need to show that $\text{tr}_p (M_{k+1} (C_T X - XC_T)) = 0$ for any block matrix $X$ with 0 first block column. In order to do this, first, we show that if $X$ has 0 first block column, then $\text{tr}_p (M_{k+1} XC_T) = \text{tr}_p (XC_T M_{k+1})$. The proof of the previous equation is not completely immediate when $p > 1$ since, in this situation, $\text{tr}_p (AB) = \text{tr}_p (BA)$ does not hold in general. So, consider a block matrix $Y$ that has 0 first block column. Then,

$$\text{tr}_p (C_T Y) = \sum_{i=1}^{p-2} \left( \frac{Y_{i,i+1}}{2} + \frac{Y_{i+2,i+1}}{2} \right) + Y_{p-1,p} = \text{tr}_p (Y C_T).$$

Therefore, if $X$ has 0 first block column, then $\text{tr}_p (M_{k+1} XC_T) = \text{tr}_p (C_T M_{k+1} X)$.

Then, we show that $\text{tr}_p (C_T M_{k+1} X) = \text{tr}_p (M_{k+1} C_T X)$. To do this, note that the Clenshaw matrix $M_{k+1}$ is of the form $2^{n-k} C_{T}^{n-k-1} + \sum_{i=1}^{n-k-1} (I_n \otimes B_i) C_{T}^{n-k-1-i}$, for some $B_1, B_2, \ldots, B_{n-k-1} \in \mathbb{R}^{p \times p}$ (this can be verified by induction using (34)). So, we only need to show that $\text{tr}_p (C_T (I_n \otimes B) C_{T}^{i} X) = \text{tr}_p ((I_n \otimes B) C_{T}^{i} C_T X)$. Indeed, since the matrix $C_T (I_n \otimes B) - (I_n \otimes B) C_T$ is 0 except the first block row, and since $C_T X$ has 0 first block column, it follows that $\text{tr}_p (C_T (I_n \otimes B) C_{T}^{i} X - (I_n \otimes B) C_{T}^{i} C_T X) = 0$. Therefore, $\text{tr}_p (C_T M_{k+1} X) = \text{tr}_p (M_{k+1} C_T X)$. Thus, we conclude that $\text{tr}_p (M_{k+1} XC_T) = \text{tr}_p (C_T M_{k+1} X) = \text{tr}_p (M_{k+1} C_T X)$. \qed
In Theorem 4.5 we present the proof of Arnold transversality theorem for block colleague matrices. Part (a) in Theorem 4.3 will be key here.

**Theorem 4.5.** Let \( p(x) = I_p T_n(x) + \sum_{k=0}^{n-1} A_k T_k(x) \) be a \( p \times p \) monic matrix polynomial in the Chebyshev basis of degree \( n \), and let \( C_T \) be its block colleague matrix. Then, any matrix \( E \in \mathbb{R}^{np \times np} \) can be expressed as

\[
E = F_0 + T,
\]

where \( F_0 \in BF_{n,p} \) is a first block row matrix, and \( T \in \text{Sub } T_{C_T} \mathcal{O}(C_T) \). Moreover, if the first block row of \( F_0 \) is written as

\[
\begin{bmatrix}
F_0^{(n-1)} & \cdots & F_0^{(1)} & F_0^{(0)}
\end{bmatrix},
\]

then

\[
F_0^{(k)} = \frac{1}{2} \text{tr}_p \left( EM_{k+1} \right), \quad \text{for } k = 0, 1, \ldots, n-1,
\]

where the matrix \( M_{k+1} \) is Clenshaw matrix defined in (26).

**Proof.** Define \( F_0^{(k)} = \frac{1}{2} \text{tr}_p \left( EM_{k+1} \right) \), for \( k = 0, 1, \ldots, n-1 \), and let \( F_0 \in BF_{n,p} \) be a first block row matrix such that its first block row is \( \begin{bmatrix} F_0^{(n-1)} & \cdots & F_0^{(1)} & F_0^{(0)} \end{bmatrix} \). We may write the matrix \( T := E - F_0 \). Then, we have to check that \( T \in \text{Sub } T_{C_T} \mathcal{O}(C_T) \). From Theorem 4.4, we see that it is sufficient to show that \( \text{tr}_p (TM_{k+1}) = 0 \), for \( k = 0, 1, \ldots, n-1 \). Indeed, using part (a) in Theorem 4.3,

\[
\text{tr}_p (TM_{k+1}) = \text{tr}_p (EM_{k+1}) - \text{tr}_p (F_0 M_{k+1}) = \text{tr}_p (EM_{k+1}) - 2F_0^{(k)} = \text{tr}_p (EM_{k+1}) - \text{tr}_p (EM_{k+1}) = 0,
\]

for \( k = 0, 1, \ldots, n-1 \). So, we conclude that \( T \in \text{Sub } T_{C_T} \mathcal{O}(C_T) \). \( \square \)

An important consequence of the decomposition in Theorem 4.5 is that if \( E \) is a small perturbation of the block colleague matrix \( C_T \), then

\[
C_T + E = C_T + F_0 + T = C_T + F_0 + (C_T X - XC_T) = (I + X)^{-1}(C_T + F_0)(I + X) + O(\|E\|_F^2),
\]

where we have used that \( T \) can be written as \( C_T X - XC_T \), for some \( X \in \mathbb{R}^{np \times np} \) with 0 first block column. Noticing that \( C_T + F_0 \) is in turn a block colleague matrix of another matrix polynomial, we deduce that a small perturbation of the block colleague matrix of \( P(x) \) is similar, to first order in the norm of the perturbation, to a block colleague matrix of a perturbed polynomial \( \tilde{P}(x) \). This observation allows us to formulate the next corollary.

**Corollary 4.6.** Let \( P(x) = I_p T_n(x) + \sum_{k=0}^{n-1} A_k T_k(x) \) be a \( p \times p \) monic matrix polynomial in the Chebyshev basis of degree \( n \), and let \( C_T \) be its block colleague matrix. Assume that the eigenvalues of \( P(x) \) are computed as the eigenvalues of \( C_T \) with a backward stable algorithm, i.e., an algorithm that computes the exact eigenvalues of some matrix \( C_T + \tilde{E} \), with \( \|\tilde{E}\|_F = O(u)\|C_T\|_F \), where \( u \) is the machine precision. Then, to first order in \( u \), the computed roots are the exact roots of a polynomial \( \tilde{P}(x) \) such that

\[
\frac{\|\tilde{P} - P\|_F}{\|P\|_F} = O(u)\|P\|_F.
\]

**Proof.** If a backward stable eigensolver is given \( C_T \) as an input, the computed eigenvalues are the exact eigenvalues of a matrix \( C_T + \tilde{E} \), for some \( \tilde{E} \) with \( \|\tilde{E}\|_F = \epsilon \|C_T\|_F \), where \( \epsilon = uh(n) \), for some low degree polynomial \( h \) with moderate coefficients. In other words, the computed eigenvalues are the exact roots of the polynomial \( \det(xI - C_T - \tilde{E}) \).

Using Theorem 4.5, we can write \( E = F_0 + T \), where \( T \in \text{Sub } T_{C_T} \mathcal{O}(C_T) \) and \( F_0 \) is a first block row matrix with first block row as in (38). Therefore,

\[
C_T + E = C_T + F_0 + C_T X - XC_T = (I + X)^{-1}(C_T + F_0)(I + X) + O(u^2),
\]

for some matrix \( X \in \mathbb{R}^{np \times np} \) with 0 first block column, that is, the matrix \( C_T + E \) is similar, to first order in \( u \), to the colleague matrix \( C_T + F_0 \). Writing \( E \) as a \( np \times np \) block matrix \( E = [E_{ij}] \), with \( E_{ij} \in \mathbb{R}^{p \times p} \), and noticing that \( C_T + F_0 \) is the colleague matrix of the matrix polynomial \( \tilde{P}(x) = I_p T_n(x) + \sum_{k=0}^{n-1} (A_k - \cdots
\]
Thus, the computed eigenvalues, to first order in $u$, the computed eigenvalues are the exact eigenvalues of a matrix polynomial $\tilde{P}(x) = I_p T_0(x) + \sum_{k=1}^{n-1} \tilde{A}_k T_k(x)$, with $\| \tilde{A}_k - A_k \|_F = \| F_0^{(k)} \|_F = \| \text{tr}_p (EM_{k+1}) \|_F = \| \sum_{i,j=1}^n E_{ij} (M_{k+1})_{ij} \|_F$. Therefore, for $k = 0, 1, \ldots, n - 1$, we have

$$\| \tilde{A}_k - A_k \|_F \leq \sum_{i,j=1}^n \| E_{ij} \|_F \| (M_{k+1})_{ij} \|_F \leq \sqrt{\sum_{i,j=1}^n \| E_{ij} \|_F^2} \sum_{i,j=1}^n \| (M_{k+1})_{ij} \|_F^2 = \| E \|_F \| M_{k+1} \|_F,$$

where we have used the Cauchy-Schwarz inequality. Then, using part (b) of Theorem 4.3, we have

$$\| M_{k+1} \|_F = \sqrt{\sum_{i,j=1}^n \| (M_{k+1})_{ij} \|_F^2} \leq \sqrt{\sum_{i,j=1}^n \| \alpha_{t,ij,k+1} A_t \|_F^2} \leq \sqrt{\sum_{i,j=1}^n \left( \sum_{t=0}^n \| \alpha_{t,ij,k+1} A_t \|_F \right)^2} \leq 4\| \beta \|_F^2 \| P \|_F,$$

where we have used $\sum_{t=0}^n \| A_t \|_2 \leq \sqrt{n}\| P \|_2$. Finally, using that $\| E \|_F = \| C_T \|_F$, we get that

$$\| E \|_F = \| C_T \|_F \leq \frac{\epsilon}{2} \left( -A_{n-1} \cdots -A_0 \right) \left( \begin{array}{cccc} -A_{n-1} & 0 & \cdots & 0 \\ I_p & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 2I_p & \cdots & I_p \end{array} \right) \| P \|_F \leq \frac{\epsilon}{2} \left( \sum_{t=0}^{n-1} \| A_t \|_F^2 + \sqrt{2np} \right) \leq \frac{\epsilon \sqrt{2n}}{2} \left( \sum_{t=0}^{n-1} \| A_t \|_F^2 + \sqrt{p} \right) \leq \epsilon \sqrt{2n}\| P \|_F.$$

Thus, the computed eigenvalues, to first order in $u$, are the exact eigenvalues of a monic matrix polynomial in the Chebyshev basis $\tilde{P}(x)$ such that,

$$\| \tilde{P} - P \|_F = \sqrt{\sum_{k=0}^{n-1} \| \tilde{A}_k - A_k \|_F^2} \leq \sum_{k=0}^{n-1} \| \tilde{A}_k - A_k \|_F \leq \sum_{k=0}^{n-1} \| M_{k+1} \|_F \| E \|_F \leq 4n^{5/2}\| P \|_F \| E \|_F \leq \tilde{c}\| P \|_F^2,$$

where $\tilde{c} = u\tilde{h}(n)$, for some low degree polynomial $\tilde{h}$ with moderate coefficients. 

\section{Conclusions}

In this paper, we have analyzed the backward stability of a Chebyshev-basis polynomial rootfinder (or matrix polynomial eigensolver) based on the solution of the standard eigenvalue problem for the corresponding colleague matrix. More precisely, given a monic scalar polynomial in the Chebyshev basis $p(x)$, we have proved that if the roots of $p(x)$ are computed as the eigenvalues of a colleague matrix using a backward stable eigenvalue algorithm, like the QR algorithm, then the computed roots are the exact roots of a monic polynomial in the Chebyshev basis $\tilde{p}(x)$ such that

$$\frac{\| \tilde{p} - p \|_2}{\| p \|_2} = O(u)\| p \|_2,$$

Similarly, if the eigenvalues of a monic matrix polynomial in the Chebyshev basis are computed as the eigenvalues of a block colleague matrix using a backward stable eigenvalue algorithm, then the computed eigenvalues are the exact eigenvalues of a monic matrix polynomial in the Chebyshev basis $P(x)$ such that

$$\frac{\| \tilde{P} - P \|_F}{\| P \|_F} = O(u)\| P \|_F,$$

These backward error analysis show that these methods are backward stable when the norms $\| p \|_2$ and $\| P \|_F$ are moderate.
A Proof of Theorem 4.1

In this section we present the proof of Theorem 4.1, that is, given the Clenshaw shift $H_{n-k}(x)$ associated with the matrix polynomial $P(x)$ in (3), and the Chebyshev polynomial $T_{n-1}(x)$, we show that

$$T_{n-1}(x)H_{n-k}(x) = Q_{ik}(x) + r_{ik}(x)P(x),$$

(39)

for some scalar polynomial $r_{ik}(x)$, where $Q_{ik}(x)$ is the matrix polynomial of degree less than or equal to $n - 1$ in (22)–(25). Moreover, we show that the decomposition (39) is unique.

Along the proof, quite often products of two of Chebyshev polynomials will occur. For this reason, the following formula [1, Chapter 22] is of fundamental importance here:

$$2T_m(x)T_n(x) = T_{m+n}(x) + T_{|m-n|}(x).$$

(40)

The first step is to expand the Clenshaw shifts $H_k(x)$, for $k = 0, 1, \ldots, n - 1$, in the Chebyshev basis. We will prove

$$H_k(x) = \sum_{\ell=0}^{k-1} 2\Gamma_\ell T_{k-\ell}(x) + \Gamma_k T_0(x), \quad \text{for } k = 0, 1, \ldots, n - 2, \quad \text{and}$$

(41)

$$H_{n-1}(x) = \sum_{\ell=0}^{n-2} \Gamma_\ell T_{n-1-\ell}(x) + \frac{1}{2} \Gamma_{n-1} T_0(x),$$

(42)

where $\Gamma_\ell$ is defined in (21). The proof proceeds by induction on $k$. From (19) we get $H_0(x) = 2I_p = \Gamma_0 T_0(x)$ and $H_1(x) = 4I_p x + 2A_{n-1} = 2\Gamma_1 T_0(x) + \Gamma_1 T_0(x)$, so the result is true for $k = 0$ and $k = 1$. Then, assume that the result is true for $H_0(x), H_1(x), \ldots, H_{k-1}(x)$, with $2 \leq k \leq n - 2$. Using the induction hypothesis, together with (19), we have

$$H_k(x) = 2x H_{k-1}(x) - H_{k-2}(x) + 2A_{n-k}$$

$$= 2x \left( \sum_{\ell=0}^{k-2} 2\Gamma_\ell T_{k-\ell-1}(x) + \Gamma_{k-1} T_0(x) \right) - \sum_{\ell=0}^{k-3} 2\Gamma_\ell T_{k-2-\ell}(x) - \Gamma_{k-2} T_0(x) + 2A_{n-k}.$$

Using $T_0(x) = 1$, $T_1(x) = x$, and (40) with $m = 1$ and $n = k$, from the previous equation we get

$$H_k(x) = \sum_{\ell=0}^{k-2} 2\Gamma_\ell \left( T_{k-\ell}(x) + T_{k-2-\ell}(x) \right) + 2\Gamma_{k-1} T_1(x) - \sum_{\ell=0}^{k-3} 2\Gamma_\ell T_{k-2-\ell}(x) - \Gamma_{k-2} T_0(x) + 2A_{n-k} T_0(x)$$

$$= \sum_{\ell=0}^{k-2} 2\Gamma_\ell T_{k-\ell}(x) + 2\Gamma_{k-2} T_0(x) + 2\Gamma_{k-1} T_1(x) - \Gamma_{k-2} T_0(x) + 2A_{n-k} T_0(x)$$

$$= \sum_{\ell=0}^{k-1} 2\Gamma_\ell T_{k-\ell}(x) + (\Gamma_{k-2} + 2A_{n-k}) T_0(x) = \sum_{\ell=0}^{k-1} 2\Gamma_\ell T_{k-\ell}(x) + \Gamma_k T_0(x),$$

where in the last equality we have used $\Gamma_{k-2} + 2A_{n-k} = \Gamma_k$. Therefore, the result is also true for $H_k(x)$. Finally, the proof that (42) holds is similar to the previous one, but starting with $H_{n-1}(x) = x H_{n-2}(x) - H_{n-3}(x)/2 + A_1$, so we omit the details.

Now we proceed to show that (39) holds with $Q_{ik}(x)$ as in (22)–(25). In order to do that, we will proceed in certain order. To help the reader to follow the steps, we depict all the possible products $T_{n-\ell}(x)H_{n-k}(x)$ for $n = 10$ in the following $10 \times 10$ grid.
The vertices with triangular shape in the previous grid represent the cases in which the degree of \( T_{n-i}(x)H_{n-k}(x) \) does not exceed \( n-1 \), that is, when \( i \geq n-k+1 \). In this case, the polynomial \( Q_{nk}(x) \) coincide with \( T_{n-i}(x)H_{n-k}(x) \), so we just need to expand \( T_{n-i}(x)H_{n-k}(x) \) in the Chebyshev basis. Indeed, when \( i = n \) and \( k = 1 \), from (42), we have

\[
T_{0}(x)H_{n-1}(x) = H_{n-1}(x) = \sum_{\ell=0}^{n-2} \Gamma_{\ell} T_{n-1-\ell}(x) + \frac{1}{2} \Gamma_{n-1} T_{0}(x),
\]

and when \( n-1 \geq i \geq n-k+1 \), from (40) and (41), we have

\[
T_{n-i}(x)H_{n-k}(x) = \sum_{\ell=0}^{n-k-1} 2\Gamma_{\ell} T_{n-i}(x) T_{n-k-\ell}(x) + \Gamma_{n-k} T_{n-i}(x) T_{0}(x)
= \sum_{\ell=0}^{n-k-1} \Gamma_{\ell} (T_{2n-i-k-\ell}(x) + T_{[k+\ell-i]}(x)) + \Gamma_{n-k} T_{n-i}(x).
\]

As can be checked, the two previous equations correspond to (22) and (23), respectively.

Next, we consider the products \( T_{n-i}(x)H_{n-k}(x) \) with \( i < n-k+1 \), represented in the grid by vertices with circular shape. This case is much more involved, since the degree of \( T_{n-i}(x)H_{n-k}(x) \) is larger than or equal to \( n \). We will prove that (39) holds, with \( Q_{nk}(x) \) as in (22)–(25), each diagonal in the grid at a time (from left to right), showing that each product \( T_{n-i}(x)H_{n-k}(x) \) can be computed using, at most, a product represented by a vertex in the same diagonal and two products represented by vertices in the diagonal on its left.

The first step is to consider the products \( T_{k}(x)H_{n-k}(x) \), for \( k = 1, 2, \ldots, n-1 \), that is, products represented by the diagonal with white circular vertices in the grid. We show that Theorem 4.1 holds for those products from top to bottom. We start with the white circular vertex labeled with 1 in the grid, that is, with the product \( T_{1}(x)H_{n-1}(x) \). From (20) and (41), together with \( T_{1}(x) = x \), we have

\[
T_{1}(x)H_{n-1}(x) = xH_{n-1}(x) = \frac{1}{2} H_{n-2}(x) - A_{0} T_{0}(x) + \cdots = \sum_{\ell=0}^{n-3} \Gamma_{\ell} T_{n-2-\ell}(x) + \frac{1}{2} \Gamma_{n-2} T_{0}(x) - A_{0} T_{0}(x) + \cdots,
\]

where the dots correspond to something of the form \( r(x)P(x) \), with \( r(x) \) a scalar polynomial. As can be easily checked, the previous equation corresponds to (25) with \( i = n-1 \).

Then, we consider the white circular vertex labeled with 2 in the grid, that is, the product \( T_{2}(x)H_{n-2}(x) \).
From (1) and (19), we have
\[ H_{n-2}(x)T_2(x) = H_{n-2}(x)(2xT_1(x) - T_0(x)) = 2xT_1(x)H_{n-2}(x) - T_0(x)H_{n-2}(x) \]
\[ = T_1(x)(2H_{n-1}(x) + H_{n-3}(x) - 2A_1) - T_0(x)H_{n-2}(x) \]
\[ = 2T_1(x)H_{n-1}(x) + T_1(x)H_{n-3}(x) - T_0(x)H_{n-2}(x) - 2A_1T_1(x). \]

As can be seen from the previous equation, the product \( H_{n-2}(x)T_2(x) \) may be computed from products represented by two triangular vertices: \( T_1(x)H_{n-3}(x) \) and \( T_0(x)H_{n-2}(x) \), and the product \( T_1(x)H_{n-1}(x) \). Then, using (41), (42), and the result previously obtained for \( T_1(x)H_{n-1}(x) \), we get
\[ T_2(x)H_{n-2}(x) = \sum_{\ell=0}^{n-4} \Gamma_\ell(T_{n-2-\ell}(x) + T_{\ell+4-n}(x)) + \Gamma_{n-3}T_1(x) - 2A_0T_0(x) - 2A_1T_1(x) + \cdots, \]
where the dots correspond to something of the form \( r(x)P(x) \), with \( r(x) \) a scalar polynomial. The previous equation corresponds to (24) with \( i = n - 2 \) and \( k = 2 \).

Finally, we consider the white circular vertices labeled with 3, that is, the products \( T_k(x)H_{n-k}(x) \), for \( k = 3, 4, \ldots, n \). From (1) and (19), we have
\[ T_k(x)H_{n-k}(x) = (2xT_{k-1}(x) - T_{k-2}(x))H_{n-k}(x) = 2xT_{k-1}(x)H_{n-k}(x) - T_{k-2}(x)H_{n-k}(x) \]
\[ = T_{k-1}(x)(H_{n-k+1}(x) + H_{n-k-1}(x) - 2A_{k-1}) - T_{k-2}(x)H_{n-k}(x) \]
\[ = T_{k-1}(x)H_{n-k+1}(x) + T_{k-1}(x)H_{n-k-1}(x) - T_{k-2}(x)H_{n-k}(x) - 2A_{k-1}T_{k-1}(x). \]

As can be seen from the previous equation, \( T_k(x)H_{n-k}(x) \) may be computed from \( T_{k-1}(x)H_{n-k+1}(x) \) and \( T_{k-2}(x)H_{n-k}(x) \), represented in the grid by triangular vertices, and \( T_{k-1}(x)H_{n-k+1}(x) \), represented in the grid by the white circular vertex above the white circular vertex corresponding to \( T_k(x)H_{n-k}(x) \). Since we have previously seen that Theorem 4.1 holds for \( T_1(x)H_{n-1}(x) \) and \( T_2(x)H_{n-2}(x) \), and for products represented by triangular vertices, this shows how to prove inductively (from top to bottom) that Theorem 4.1 holds for products represented by white circular vertices labeled with 3. Indeed, assuming that the result holds for \( T_{k-1}(x)H_{n-k+1}(x) \) and using (22), we get
\[ T_k(x)H_{n-k}(x) = T_{k-1}(x)H_{n-k-1} + \sum_{r=2}^{k} (-2A_{k-r})T_{k-r}(x) - 2A_{k-1}T_{k-1}(x) + \cdots \]
\[ = \sum_{\ell=0}^{n-k-2} \Gamma_\ell(T_{n-2-\ell}(x) + T_{\ell+2-n}(x)) + \Gamma_{n-k-1}T_{k-1}(x) + \sum_{r=1}^{k} (-2A_{k-r})T_{k-r}(x) + \cdots, \]
where the dots correspond to something of the form \( r(x)P(x) \), with \( r(x) \) a scalar polynomial. It is immediate to check that the previous equation corresponds to (24) when \( i = n - k \).

The second step is to consider the products \( T_{k+1}(x)H_{n-k}(x) \), for \( k = 2, 3, \ldots, n - 2 \), that is, the diagonal with black circular vertices in the grid. This step is very similar to the previous one, so we will only sketch the main ideas. We have to distinguish the cases \( k = 2, k = 3 \) and \( k > 3 \). When \( k = 2 \), using (1), (19) and (20), it may be proved
\[ T_2(x)H_{n-1}(x) = T_1(x)H_{n-2}(x) - T_0(x)H_{n-1}(x) - 2A_0T_1(x) + \cdots, \]
where the dots correspond to something of the form \( r(x)P(x) \), with \( r(x) \) a scalar polynomial. The previous equation shows that \( T_2(x)H_{n-1}(x) \) may be computed from two products represented by triangular vertices in the grid: \( T_1(x)H_{n-2}(x) \) and \( T_0(x)H_{n-1}(x) \). Since we have seen that Theorem 4.1 holds for products represented by triangular vertices, it may be proved that (25) holds for \( T_2(x)H_{n-1}(x) \).

Then, from (1) and (19), it may be proved that, when \( k = 2 \),
\[ T_3(x)H_{n-2}(x) = 2T_2(x)H_{n-1}(x) + T_2(x)H_{n-3}(x) - 2A_1T_2(x), \]
and, when \( k > 3 \),
\[ T_{k+1}(x)H_{n-k}(x) = T_k(x)H_{n-k+1}(x) + T_k(x)H_{n-k-1}(x) - T_{k-1}(x)H_{n-k}(x) - 2A_{k-1}T_k(x). \]
These two equations show that $T_{k+1}(x)H_{n-k}(x)$ may be computed from two products represented by triangular vertices, and the product represented by the black circular vertex above the black circular vertex corresponding to $T_{k+1}(x)H_{n-k}(x)$. Assuming that Theorem 4.1 holds for $T_{k}(x)H_{n-k}(x)$, we have to distinguish the products represented by vertices labeled with 1, 2, and 3.

We will imply that Theorem 4.1 holds for all products represented by grey vertices. For each grey diagonal, we previously proved that Theorem 4.1 holds for products represented by the white and black diagonals, this will imply that Theorem 4.1 holds for products represented by (non-triangular) vertices in the diagonal on its left. Since we have previously proved that Theorem 4.1 holds for products represented by the white and black diagonals, this will imply that Theorem 4.1 holds for all products represented by grey vertices. For each grey diagonal, we have to distinguish the products represented by vertices labeled with 1, 2, and 3.

First, we consider the product $T_{r}(x)H_{n-1}(x)$, with $r \geq 3$, represented by a grey vertex labeled with 1. From (1) and (20), we get

$$T_{r-1}(x)H_{n-2}(x) = \sum_{\ell=0}^{n-r-1} \Gamma_{r} T_{n-r+1-\ell}(x) + T_{|\ell-n+r+1|}(x) + \Gamma_{n-r} T_{1}(x) - \sum_{\ell=1}^{r-2} \sum_{s=1}^{\ell+1} A_{\ell+1-s} T_{|\ell-s|}(x) + \cdots,$$

where the dots correspond to something of the form $r(x)P(x)$, with $r(x)$ a scalar polynomial. The previous equation shows that $T_{r}(x)H_{n-1}(x)$ may be computed from two products represented by vertices in the diagonal on its left: $T_{r-1}(x)H_{n-2}(x)$ and $T_{r-2}(x)H_{n-1}(x)$. Assuming that (24) and (25) hold for those products, we have

$$T_{r-1}(x)H_{n-2}(x) = \sum_{\ell=0}^{n-r-1} \Gamma_{r} T_{n-r+1-\ell}(x) + T_{|\ell-n+r+1|}(x) + \Gamma_{n-r} T_{1}(x) - \sum_{\ell=1}^{r-2} \sum_{s=1}^{\ell+1} A_{\ell+1-s} T_{|\ell-s|}(x) + \cdots,$$

and

$$T_{r-2}(x)H_{n-1}(x) = \sum_{\ell=0}^{n-r} \Gamma_{r} T_{n-r+1-\ell}(x) + \Gamma_{n-r} T_{0}(x) - \sum_{\ell=1}^{r-2} \Gamma_{r} T_{n-r+1-\ell}(x) + \cdots,$$

where the dots correspond to something of the form $r(x)P(x)$, with $r(x)$ a scalar polynomial. Using

$$\sum_{\ell=0}^{n-r-1} \Gamma_{r} T_{n-r+1-\ell}(x) + T_{|\ell-n+r+1|}(x) + \Gamma_{n-r} T_{1}(x) - \sum_{\ell=1}^{r-2} \Gamma_{r} T_{n-r+1-\ell}(x) - \frac{1}{2} \Gamma_{n-r+1} T_{0}(x) \cdot \cdots,$$

where we have used $(\Gamma_{n-r+1} - \Gamma_{n-r-1})/2 = A_{r-1}$, and

$$- \sum_{\ell=1}^{r-2} \sum_{s=1}^{\ell+1} A_{\ell+1-s} T_{|\ell-s|}(x) + \sum_{\ell=1}^{r-2} \sum_{s=1}^{\ell+1} A_{\ell-s} T_{|\ell-s-1|}(x) - \sum_{\ell=1}^{r-2} \sum_{s=1}^{\ell+1} A_{\ell+1-s} T_{|\ell-s|}(x) - \sum_{\ell=1}^{r-2} \sum_{s=1}^{\ell+1} A_{\ell-s} T_{|\ell-s-1|}(x)$$

$$= - \sum_{\ell=1}^{r-2} \sum_{s=1}^{\ell+1} A_{\ell+1-s} T_{|\ell-s|}(x) - \sum_{s=1}^{r-2} A_{r-s} T_{|\ell-s-1|}(x) + A_{r-1} T_{0}(x) + A_{0} T_{r-1}(x)$$

$$= - \sum_{\ell=1}^{r-2} \sum_{s=1}^{\ell+1} A_{\ell+1-s} T_{|\ell-s|}(x) + A_{r-1} T_{0}(x) + 2 A_{0} T_{r-1}(x)$$

$$= - \sum_{\ell=1}^{r-2} \sum_{s=1}^{\ell+1} A_{\ell+1-s} T_{|\ell-s|}(x) + A_{r-1} T_{0}(x) + 2 A_{0} T_{r-1}(x),$$

we get

$$T_{r-1}(x)H_{n-2}(x) = \sum_{\ell=0}^{n-r-2} \Gamma_{r} T_{n-r+1-\ell}(x) + \frac{1}{2} \Gamma_{n-r+1} T_{0}(x) - \sum_{\ell=1}^{r} \sum_{s=1}^{\ell} A_{\ell-s} T_{|\ell-s|}(x) + \cdots.$$
where the dots correspond to something of the form \( r(x)P(x) \), with \( r(x) \) a scalar polynomial. As can be checked, the previous equation corresponds to (25) with \( k = 1 \) and \( \ell = n - r \).

The proof that Theorem 4.1 holds for products represented by grey vertices labeled with 2 is very similar to the previous one, so we omit it.

Finally, consider a product \( T_{n-1}(x)H_{n-k}(x) \) represented by a grey vertex labeled with 3. From (1) and (19), we have

\[
T_{n-1}(x)H_{n-k}(x) = (2xT_{n-i-1}(x) - T_{n-i-2}(x))H_{n-k}(x)
\]

\[
= T_{n-i-1}(x)H_{n-k+1}(x) + T_{n-i-1}(x)H_{n-k-1}(x) - T_{n-i-2}(x)H_{n-k}(x) - 2A_{k-1}T_{n-i-1}(x)
\]

The previous equation shows that \( T_{n-1}(x)H_{n-k}(x) \) may be computed from two products represented by (non-triangular) vertices in the diagonal on its left: \( T_{n-1}(x)H_{n-k+1}(x) \) and \( T_{n-1}(x)H_{n-k-1}(x) \), and a product represented by a vertex in the same diagonal, above the vertex corresponding to \( T_{n-1}(x)H_{n-k}(x) \), that is, the product \( T_{n-i-1}(x)H_{n-k+1}(x) \). This observation shows how to prove inductively (from top to bottom) that Theorem 4.1 holds for the grey vertices labeled with 3 in the same diagonal. Assuming that (24) holds for \( T_{n-i}(x)H_{n-k-1}(x), T_{n-i-2}(x)H_{n-k}(x) \) and \( T_{n-i-2}(x)H_{n-k}(x) \), and using \( \Gamma_{i+1} - \Gamma_i = 2A_{n-i-1} \),

\[
\sum_{\ell=0}^{i-1} \Gamma_{\ell}(T_{i+k-2-\ell}(x) + T_{|k+\ell-i-2|}(x)) + \Gamma_i T_{k-2}(x) + \sum_{\ell=0}^{i-1} \Gamma_{\ell}(T_{i+k-\ell}(x) + T_{|k+\ell-i|}(x)) + \Gamma_i T_{k}(x)
\]

\[-\sum_{\ell=0}^{i-1} \Gamma_{\ell}(T_{i+k-\ell}(x) + T_{|k+\ell-i-2|}(x)) - \Gamma_{i+1} T_{k-1}(x)
\]

\[= \sum_{\ell=0}^{i-2} \Gamma_{\ell}(T_{i+k-2-\ell}(x) + T_{|k+\ell-i|}(x)) + \Gamma_{i-1} T_{k-1}(x) - 2A_{n-i-1} T_{k-1},
\]

and

\[
\sum_{\ell=1}^{n-k-i-1} \sum_{r=1}^{k+\ell} 2A_{k-2+\ell-r} T_{|n-i-\ell-r|}(x) = \sum_{\ell=1}^{n-k-i+1} \sum_{r=1}^{k+\ell} 2A_{k+\ell-r} T_{|n-i-\ell-r|}(x)
\]

\[+ \sum_{\ell=1}^{n-k-1} \sum_{r=1}^{k+\ell} 2A_{k-1+\ell-r} T_{|n-i-1-\ell-r|}(x) = \sum_{\ell=1}^{n-k-1} \sum_{r=1}^{k+\ell} 2A_{k-1+\ell-r} T_{|n-i-1-\ell-r|}(x)
\]

\[+ 2A_{k-1} T_{n-i-1}(x) + 2A_{n-i-1} T_{k-1}(x).
\]

we get

\[
T_{n-i}(x)H_{n-k}(x) = T_{n-i-1}(x)H_{n-k+1}(x) + T_{n-i-1}(x)H_{n-k-1}(x) - T_{n-i-2}(x)H_{n-k}(x) - 2A_{k-1}T_{n-i-1}(x)
\]

\[= \sum_{\ell=0}^{i-2} \Gamma_{\ell}(T_{i+k-2-\ell}(x) + T_{|k+\ell-i|}(x)) + \Gamma_{i-1} T_{k-1}(x) - \sum_{\ell=1}^{n-k-1} \sum_{r=1}^{k+\ell} 2A_{k-1+\ell-r} T_{|n-i-1-\ell-r|}(x) + \cdots,
\]

where the dots correspond to something of the form \( r(x)P(x) \), with \( r(x) \) a scalar polynomial, which shows that (24) holds also for \( T_{n-1}(x)H_{n-k}(x) \).

The final step of the proof consists in proving the uniqueness of \( r_{ik}(x) \) and \( Q_{ik}(x) \) in (39). For this purpose, assume that there exist two scalar polynomials \( r_{ik}(x) \) and \( \tilde{r}_{ik}(x) \), and two matrix polynomials \( Q_{ik}(x) \) and \( \tilde{Q}_{ik}(x) \) of degree at most \( n - 1 \) such that \( T_{n-i}(x)H_{n-k}(x) = Q_{ik}(x) + r_{ik}(x)P(x) = \tilde{Q}_{ik}(x) + \tilde{r}_{ik}(x)P(x) \). Then, \( Q_{ik}(x) - \tilde{Q}_{ik}(x) = (\tilde{r}_{ik}(x) - r_{ik}(x))P(x) \) is a matrix polynomial of degree at most \( n - 1 \), but, if \( r_{ik}(x) \neq \tilde{r}_{ik}(x) \), the matrix polynomial \( (\tilde{r}_{ik}(x) - r_{ik}(x))P(x) \) has degree larger than or equal to \( n \), hence \( r_{ik}(x) = \tilde{r}_{ik}(x) \) and \( Q_{ik}(x) = Q_{ik}(x) \).
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