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Abstract—In this paper, we review some numerical techniques based on the linear Krylov subspace iteration that can be used for the efficient calculation of the forward and the inverse electrical impedance tomography problems. Exploring their computational advantages in solving large-scale systems of equations, we specifically address their implementation in reconstructing localized impedance changes occurring within the human brain. If the conductivity of the head tissues is assumed to be real, the pre-conditioned conjugate gradients (PCGs) algorithm can be used to calculate efficiently the approximate forward solution to a given error tolerance. The performance and the regularizing properties of the PCG iteration for solving ill-conditioned systems of equations (PCGNs) is then explored, and a suitable preconditioning matrix is suggested in order to enhance its convergence rate. For image reconstruction, the nonlinear inverse problem is considered. Based on the Gauss–Newton method for solving nonlinear problems we have developed two algorithms that implement the PCGN iteration to calculate the linear step solution. Using an anatomically detailed model of the human head and a specific scalp electrode arrangement, images of a simulated impedance change inside brain’s white matter have been reconstructed.

Index Terms—Brain activity, computational efficiency, conjugate gradients, electrical impedance tomography, regularization.

I. INTRODUCTION

In ELECTRICAL impedance tomography (EIT) a number of low-frequency current patterns are injected from the boundaries of a conductive volume by some electrodes while a number of linearly independent voltage measurements are captured on the surface underneath the electrodes, known as the complete electrode model (CEM) [25]. If the system is governed by the following set of equations also known as the complete electrode model (CEM) [25]. If \( \tau \) is a point in the volume, then

\[
\nabla \cdot (\sigma(\tau) \nabla u(\tau)) = 0, \quad \tau \in \Omega
\]

(1)

\[
u(\tau) + \sigma(\tau) \frac{\partial u(\tau)}{\partial n} = U_i, \quad \tau \in e_i
\]

(2)

\[
\int_{e_i} \sigma(\tau) \frac{\partial u(\tau)}{\partial \nu} \, ds = I_i, \quad \tau \in e_i
\]

(3)

\[
\sigma(\tau) \frac{\partial u(\tau)}{\partial \nu} = 0, \quad \tau \in \Gamma_1.
\]

(4)

In the above equations, \( u \) is the potential distribution inside \( \Omega \), \( z_i \) is the contact impedance of the \( i \)th electrode \( e_i \), \( U_i \) is the potential measured on \( e_i \), and \( I_i \) is the current injected by \( e_i \) and \( \nu \) the outward unit normal. For the same equations, \( \Gamma_2 \) denotes the surface underneath the electrodes, \( \Gamma_3 \) denotes the rest of the boundary, and \( \sigma \) denotes the electrical conductivity which is taken as real and positive. Formulating the variational-Galerkin form of the forward problem as in [20] and adopting a finite-
element method (FEM) approach, the forward problem can be expressed as a system of linear equations

\[ Au = b. \]  

(5)

In a system with \( L \) electrodes attached at the boundaries of a mesh incorporating \( n \) nodes and \( k \) elements, if \( \sigma \in \mathbb{R}^n \), then \( A \in \mathbb{R}^{n \times n} \) is the sparse, symmetric and positive definite global conductance matrix, \( u \in \mathbb{R}^{n \times 1} \) is the approximated potential distribution, and \( b \in \mathbb{R}^{n \times 1} \) is the associated low-frequency current patterns. The existence and uniqueness of the solution are preserved by incorporating into the model some additional constraints regarding the applied currents and measured voltages. In effect, \( \sum_{j=1}^{n} u_j = 0 \) and \( \sum_{j=1}^{n} U_j = 0 \) are imposed [20]. The solution of the forward problem can be naively attempted using a conventional method like the Gaussian elimination with pivoting for instance, although usually more efficient techniques like the Cholesky method [22] are employed exploiting the symmetric structure of the matrix \( A \).

II. CONJUGATE GRADIENTS (CGs)

The CGs iteration as a technique solving linear systems is based on the idea that a problem of a certain dimension can be projected into a lower dimension Krylov subspace [12]. In doing so, the original problem is effectively reduced to a sequence of lower dimension matrix problems. When applied to the system of equations (5) the solution obtained by the \( n \)th iteration will lie in the associated Krylov subspace generated by \( A \) and \( b \), like

\[ u_n \in \mathcal{K}_n(A; b) \text{ where} \]

\[ \mathcal{K}_n(A; b) = \text{span} \{ b, Ab, A^2b, A^3b, \ldots, A^{n-1}b \}. \]  

(6)

The algorithm originally derived from the Lanczos iteration [10], requires the coefficient matrix \( A \in \mathbb{R}^{n \times n} \) to be symmetric and positive definite, thus, it can only be applied in EIT’s forward computations when the conductivity \( \sigma \) is real. Nevertheless, there are other Krylov subspace methods [2], [10] that are suitable for solving systems of equations where the coefficient matrix is likely to have complex or negative eigenvalues. Setting an initial estimate of the solution \( u_0 \), the CG algorithm applied to the system (5) can be described as

\[ r = b - Au_0 \]

while \( \|r_n\|_2 > \gamma \) do

\[ n = n + 1 \]

if \( n = 1 \)

\[ p = r \]

else

\[ \beta_n = \frac{\|r_{n-1}\|^2}{\|r_{n-2}\|^2} \]

\[ p_n = r_{n-1} + \beta_n p_{n-1} \]

end

\[ c_n = \frac{\|r_{n-2}\|^2}{\|r_{n-1}\|^2} \left( p_n^T A p_n \right) \]

\[ u_n = u_{n-1} + c_n p_n \]

\[ r_n = r_{n-1} - c_n A p_n \]

endwhile

where \( c_n \) is the step length, \( r_n \) is the residual vector, \( p_n \) is the search direction, and \( u_n \) is the approximate solution at the \( n \)th iteration. If \( \gamma \) is the error tolerance parameter, then the iterations progress until the condition \( \|r_n\|_2 \leq \gamma \) is satisfied. From the definition of \( c_n \), an important concept involved in this technique is the \( A \)-norm of a nonzero vector \( p \) which according to [22] is defined as

\[ \|p\|_A = \sqrt{p^T A p} \]  

(7)

thus, \( A \) must be square and positive definite. The fundamental principle behind the CG iteration is that instead of minimizing the two-norm of the residual \( r_n \), the \( A \)-norm of the error function \( \varepsilon_n = \bar{u} - u_n \) is minimized, where \( \bar{u} \) is the exact solution of the forward problem such that \( \bar{u} = A^{-1}b \). In this sense, while the iterations are progressing, a unique sequence of iterates \( u_n \in \mathcal{K}_n \) is generated with the property that at iteration \( n \), the \( A \)-norm of the error \( \varepsilon_n \) is minimized.

When dealing with real experimental measurements the accuracy of the forward calculations is often set by the precision of the measurement circuit, i.e., the error estimate in the actual measurements. As the system described in (5) is a discrete approximation, \( u_n \) will be an approximate solution strongly depending on the quality and the smoothness of the finite-element model used. Setting appropriately the error tolerance parameter \( \gamma \), the CG algorithm enables the calculation of the solution based on "how accurately" one aims to solve the system avoiding any unnecessary refinement computations. From the description of the algorithm, one can notice that the solution update \( u_n \) is generated by moving a distance \( c_n \) in the current search direction. In addition, throughout the iterations the search directions \( p_n \) and residual vectors \( r_n \) maintain certain properties. More specifically, after \( n \) iterations the residual vectors form the orthogonal basis \( \{r_0, r_1, \ldots, r_n\}^\perp \) and the search directions are found to be mutually "\( A \)-orthogonal."

III. CONJUGATE GRADIENTS PRECONDITIONING

The efficiency of the CG algorithm when applied to linear systems is critically dependent on the eigenvalues of the coefficient matrix. In the optimum case, these will be clustered around a fixed positive number and, therefore, a few iterations will be adequate for the algorithm to reach convergence. The concept of preconditioning is based on the idea that one can drastically improve the properties of the coefficient matrix before the beginning of the iterations and consequently eliminate the computation time required. For an appropriately selected preconditioner \( \Theta \), the forward problem described in (5) has a solution that is identical to the one of the system

\[ \Theta^{-1} Au = \Theta^{-1} b \]  

(8)

only in this case the convergence of the algorithm will depend on the properties of \( \Theta^{-1} A \) rather than those of \( A \) alone. A left preconditioner \( \Theta \) is regarded suitable when it is positive definite and the factor \( \Theta^{-1} A \) satisfies \( \Theta^{-1} A \approx \gamma I \) condition (\( \Theta^{-1} A \)) < condition (\( A \)) where \( I \) is the identity matrix. A quite popular and efficient preconditioning option is the one arising from the incomplete Cholesky factorization of \( A \) [10]. If \( H \) is the upper triangular factor of \( A \), then a preconditioner \( \Theta \) is formed such as \( \Theta = H^T H \) preserving the existence of a unique symmetric
positive definite matrix $G$ such that $\Theta = G^2$. Therefore, the system can now be formulated as

$$\overline{A}\bar{u} = \bar{b}$$

where $\overline{A} = G^{-1}AG^{-1}$, $\bar{u} = Gu$ and $\bar{b} = G^{-1}b$. In Fig. 1, a performance comparison between the simple CG and the preconditioned CG algorithm (PCG) is shown when these are employed to solve the same forward problem. The graphs address explicitly the importance of preconditioning as the PCG algorithm manages to reach the desired error tolerance at a radically higher convergence rate.

**IV. CG APPLIED TO NORMAL AND NEAR SINGULAR EQUATIONS**

For the inverse problem, an approximation to the conductivity distribution in the interior of the volume has to be recovered from a finite set of boundary measurements. If a volume with initial conductivity distribution $\sigma_0$ is subjected to a set of current patterns $I$, then an array of boundary voltage measurements $U$ can be calculated according to the specific arrangement of the electrodes and the data collection protocol used. When a local perturbation in the conductivity $x$ occurs, the same current patterns will produce another array of boundary measurements such that the perturbation in the measurements $\delta U$ is always different from zero. The relationship between the perturbations in the interior conductivity distribution and the perturbations in the measurements of potential at the boundaries is nonlinear, however, a simple first approach to the problem is by formulating its linearization and then regularize in order to derive a stable solution. If in the continuous region $J$ is the Fréchet derivative of $U$ with respect to $\sigma$ for the nonlinear mapping $\sigma \mapsto U(\sigma)$, then in the discrete case the linearized forward problem takes the form of

$$Jx = \delta U$$

where $x \in \mathbb{R}^d$ is the required perturbation in conductivity distribution that maps uniquely to the array of differential voltage measurements $\delta U \in \mathbb{R}^m$, and $J \in \mathbb{R}^{m \times k}$ the discrete linear forward operator or Jacobian matrix. As the system is ill-conditioned, $x$ cannot be calculated directly from (10), thus, even in the case where a $J^{-1}$ exists this would still be unbounded causing the solution $x$ to not depend continuously on the data $\delta U$. For this kind of problems, the conventional approach is to adopt some form of regularization in order to obtain a stable and unique solution. Usually this comes in the form of a weighting matrix that encompasses some prior information about the desired solution. One of the most widely used regularization techniques is the one based on Tikhonov’s minimization scheme [8] and it is formulated as a least-squares problem with an extra side constraint. This improves the conditioning of the Jacobian by filtering a cluster of its smaller singular values, effectively preventing measurement noise from being amplified in the solution. If $x$ is small enough, a solution to the linearized inverse problem [7] can be obtained from the Tikhonov problem which is formulated as

$$\arg\min \left\{ ||Jx - \delta U||_2^2 + \lambda ||\delta U||_2^2 \right\}$$

where $\mathcal{D}$ is the regularization matrix and $\lambda$ the strictly positive regularization parameter. If the interior conductivity distribution is known to be smooth, then $\mathcal{D}$ can be the discrete form of a differential operator.

Formulating the normal equations for the system (10) as

$$J^TJx = J^T\delta U$$

a CG oriented solution to the inverse problem can be evaluated by solving the minimization problem

$$\arg\min ||Jx - \delta U||_2^2 \text{ s.t. } x \in \mathcal{K}_n \left( J^TJ; J^T\delta U \right)$$

where $\mathcal{K}_n$ is now the $n$th Krylov subspace generated from the near singular coefficient matrix $J^TJ$ and the right-hand-side vector $J^T\delta U$. The iterations (CGN) are quite similar to the standard CG iterations described in Section II, only this time the coefficient matrix is dense and the solution lies in a different subspace. A nonlinear solution can be recovered by employing the CGN iterations to estimate the linearized step solution within the Gauss–Newton algorithm such as

$$\sigma_{i+1} = \sigma_i + x_i$$

$$x_i \leftarrow \mathcal{K}_i \left( J_i^TJ_i; J_i^T\delta U_i \right)$$

where $\sigma_i$ is the $i$th estimate of the solution, $J_i$ is the Jacobian calculated based on the $\sigma_i$, $\delta U_i = U - U(\sigma_i)$ is the $i$th right-hand-side vector, $U$ the boundary measurements and $U(\sigma_i)$ the calculated measurements based on the $\sigma_i$. Apart from the efficient calculation of the linearized inverse solution, one should also consider the advances in the computation of the Jacobian matrix in each nonlinear iteration in (14). Using the PCG algorithm as in (9) to obtain the forward solutions required for the calculation of $J_i$ will effectively improve the efficiency of
the whole nonlinear algorithm. Using an adjoint problem formulation [5], [7], the \((i + 1)\) update of the Jacobian can be calculated as

\[
J_{i+1}(k, s) = -\int_{\Omega} \nabla u_i^k \cdot \nabla u_i^s dx dy dz
\]

where \(u_i^k, u_i^s\) are the field solutions calculated based on the \(i\)th conductivity distribution update and the \(i\)th and \(i\)th current patterns, respectively. It must also be quoted that techniques like the adjoint source method [1] can help forming \(J^T\delta U\) factors very efficiently.

The intrinsic regularizing properties of the CGN algorithm [2], [12] can be easily verified. Although in principle the iterations target to minimize the \(J^T J\)-norm of the error function, in effect they cause the two-norm of the residual \(r_n\) to be minimized. If \(r_n = Jx - \delta U\), then modifying (7) and solving for the error shows that after \(n\) iterations the condition \(\|r_n\|_2 \rightarrow \text{minimum}\) is satisfied. In this case, if \(\hat{x}\) is the actual inverse solution and \(e_n\) is the error norm such that \(e_n = \hat{x} - x_n\), then as the iterations progress the function \(\|e_n\|_{r^T J}\) can be shown to be minimized

\[
\|e_n\|_{r^T J}^2 = e_n^T J^T J e_n = (\hat{x} - x_n)^T J^T J (\hat{x} - x_n) = x_n^T J^T J x_n - 2x_n^T J^T \delta U + x_n^T J^T \delta U + 2f(x_n) + \text{constant}
\]

where \(f(x) = \frac{1}{2} x^T (J^T J)x - x^T J^T \delta U\).

From the above, one may conclude that after \(n\) iterations

\[
\exists x_n \cdot f(x_n) \rightarrow \text{minimum over } K_n (J^T J; J^T \delta U).
\]

Some simple algebra reveals that \(f(x)\) can also be expressed as

\[
f(x) = \frac{1}{2} \|Jx - \delta U\|^2
\]

from which it follows that the \(n\)th iterate minimizes \(\|r_n\|_2^2\) over the same subspace. In addition, since

\[
\nabla f(x) = J^T J x - J^T \delta U
\]

the value of \(x\) for which \(f(x)\) is minimum is also an approximate solution to the ill-conditioned system (12) [10].

V. IMPLEMENTATION ISSUES

Preconditioning properly the CGN iterations can cause dramatic improvements to their computational efficiency in the sense that a lower condition number will enable a higher convergence rate. For this reason, the diagonal matrix \(R = \text{diag}(J^T J)\) was selected, which despite having quite small singular values its condition number is radically smaller compared to the one of the \(J^T J\) matrix as these are maintained well clustered. As it is shown in the graphs presented in Fig. 2 this selection enhances the performance of the algorithm by reducing the number of iterations required for convergence by almost a third.

Instead of applying the PCGs for normal equations (PCGN) algorithm to the system (12) directly, one may consider an alternative approach which is based on the PCGN iteration but it is even more efficient. Given the ill-conditioning of the system (12) one can improve its condition number before the iterations commence, effectively making their regularization task somewhat easier. The iterations can, therefore, be applied to a Tikhonov regularized system, and if the solution is assumed to be smooth a discrete approximation to the first differential operator \(\mathcal{D}\) can be used modifying the system of normal equations as [11]

\[
(J^T J + \lambda \mathcal{D}^T \mathcal{D})x = J^T \delta U.
\]

In effect, a nonlinear inverse solution can be obtained by employing the Gauss–Newton algorithm incorporating the regularized PCGN iteration to compute the linear step solution as

\[
\sigma_{i+1} = \sigma_i + x_i, \quad x_i = \mathcal{K}_i (J_i^T J_i + \lambda \mathcal{D}_i^T \mathcal{D}_i; J_i^T \delta U_i).
\]

The graphs presented in Fig. 2 verify that the convergence rate of the PCGN algorithm is considerably lower when solving the system (12) rather than the regularized system (19) [13]. The criteria used for the selection of the regularization parameter \(\lambda\), its relation with the error tolerance parameter \(\gamma\) and its effect on the convergence of the algorithm are discussed in [11], [12]. The discrete first differential operator \(\mathcal{D} \in \mathbb{R}^{k \times k}\) is set by a smoothing parameter \(\omega\) which controls the degree of correlation between neighboring pixels in the image. For the smoothing process, we have treated as neighboring the tetrahedral elements which share at least one vertex. If the element \(f\) shares one vertex
with the elements \( \{n_1, \ldots, n_i\} \), then the corresponding entries in the \( D \) matrix are

\[
D_{\text{update}} = \begin{cases}
D(l, \{n_1, \ldots, n_i\}) = -\omega^{-1} \\
D(l, l) = \sum_{j=1}^{i} D(l, n_j).
\end{cases}
\]  

(21)

Another alternative approach to the algorithm (14) is to modify the PCGN iteration in a way that the computational efficiency is not compromised by the size of the normal equations coefficient. As it appears from the (12) and (19) the coefficient matrix \( J^T J \in \mathbb{R}^{k \times k} \) where \( k \) is the number of mesh elements, dominates the computational complexity of the system. To overcome these computational limitations a modified version of the PCGN algorithm \([10]\) can be employed where by introducing the dummy variable \( y \in \mathbb{R}^m \) the computationally expensive system (12) is transformed as

\[
\begin{align*}
J x &= \delta U \quad (22a) \\
J J^T y &= \delta U \quad (22b) \\
x &= J^T y. \quad (22c)
\end{align*}
\]

In this case, the PCGN iterations are applied to the system (22b) solving for \( y \) until the desired tolerance is reached. The value of \( y \) at which the algorithm finally converges is then used to calculate the associated value of \( x \) as in (22c). If \( y_0 \) is an initial guess for the solution of the system (22b) and \( \Theta \) the preconditioning matrix such as \( \Theta = \delta \log(J, J^T) \), the modified PCGN iteration can be described as

\[
\begin{align*}
\gamma_n^k &= \delta U - J J^T y_0 \\
M &= \Theta^{-1} \\
\text{while } ||\gamma_n||_2 > \gamma \text{ do} \\
& \quad n = n + 1 \\
& \quad z_n = Mr_n \\
& \quad \text{if } n = 1 \\
& \quad p = r \\
& \quad \text{else} \\
& \quad \beta_n = r_{n-1}^T z_{n-1} / r_{n-2}^T z_{n-2} \\
& \quad p_n = z_{n-1} + \beta_n p_{n-1} \\
& \quad \text{end} \\
& \quad \alpha_n = r_{n-1}^T z_{n-1} / (r_n^T J J^T p_n) \\
& \quad y_n = y_{n-1} + \alpha_n p_n \\
& \quad r_n = r_{n-1} - \alpha_n J J^T p_n \\
\text{endwhile} \\
x_n &= J^T y_n \\
x^* &= \delta U - J x
\end{align*}
\]

where \( \gamma \) is the error tolerance. From the above description, it is obvious that the value of \( y_n \) that minimizes the residual \( ||\delta U - J J^T y_n||_2 \) also minimizes \( ||\delta U - J x||_2 \) as the two residual vectors \( r \) and \( x^* \) can be easily proved to be equal. This modified version of the PCGN algorithm can also be used within the Gauss–Newton method to form an efficient nonlinear solver for the underdetermined problem such as

\[
\begin{align*}
\sigma_{i+1} &= \sigma_i + x_i \quad (23a) \\
y_i &\leftarrow \mathcal{K}_i \left( J_i J_i^T ; \delta U_i \right) \quad (23b) \\
x_i &= J_i^T y_i. \quad (23c)
\end{align*}
\]

In problems where bulky models are involved, the computational efficiency becomes a crucial issue for the reconstruction. The large number of mesh elements is often the reason that compromises the inverse computations on moderate machines, however, under certain conditions these can be radically simplified \([1]\). Consider for instance the situation where two distinct volumes \( \Omega_1 \subset \mathbb{R}^3 \) and \( \Omega_2 \subset \mathbb{R}^3 \) form the measurement volume \( \Omega \) in a way that \( \Omega = \Omega_1 \cup \Omega_2 \). If all the possible conductivity changes can be solely confined within say \( \Omega_1 \), one can truncate the domain of the discrete forward mapping (10) in a way that only the columns referring to the elements of \( \Omega_1 \) are included in the inverse computations. Restricting the range of the inverse problem by avoiding to calculate the solution where we are confident about its value maintains the Jacobian matrix within easily handled sizes and the time required for the computation of the solution within reasonable levels. In the anatomically detailed model employed in this study, the majority of the elements are allocated in tissues whose electrical properties are unlikely to change during the controlled conditions that we investigate. Tissues like the skin and the skull for instance, which encapsulate almost 67% of the overall number of elements, can be safely regarded as passive as these are expected to maintain their conductivity constant throughout the measurement acquisition process \([16]\).

VI. SIMULATED RESULTS

To perform the simulations we have used a three-dimensional (3-D) model of the human head constructed based on the information provided by the visible human project \([26]\), comprising 9047 vertices connected in 44 304 first-order tetrahedral elements. Although the skull and the white matter are known to be anisotropic \([9]\), in this paper we regard all the tissues involved as linear isotropic media. The conductivity values assigned to them are summarized in Table I \([18], [21]\). The specific brain area targeted in this application is the visual cortex which is mainly consisted of the primary visual area and the visual association area. In this case, we have simulated a local conductivity increase of 4% within the occipital lobe, slices of which appear at the left side of the Fig. 4. This inhomogeneity can be considered to be equivalent to the effect of the visual stimulation on a heavily anaesthetized human subject \([15]\).

<table>
<thead>
<tr>
<th>Tissue</th>
<th>Conductivity</th>
<th>No of elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>scalp</td>
<td>0.172</td>
<td>17584</td>
</tr>
<tr>
<td>skull</td>
<td>0.067</td>
<td>11981</td>
</tr>
<tr>
<td>csf</td>
<td>1.540</td>
<td>3359</td>
</tr>
<tr>
<td>grey matter</td>
<td>0.345</td>
<td>7347</td>
</tr>
<tr>
<td>white matter</td>
<td>0.150</td>
<td>4033</td>
</tr>
</tbody>
</table>

The conductivity values assigned to the head tissues in \( \Omega \), alongside the number of mesh elements encapsulated in each of the model issues.
are contaminated with a certain amount of noise, the measurements were infused with a Gaussian noise signal of zero mean and standard deviation of $10^{-5}$ of the norm of the measurements. This form of noise can be easily associated with the instrumentation noise introduced by the data acquisition circuit [6].

In order to be able to provide some form of assessment to the results obtained, one must consider what characteristics a successfully reconstructed image should possess, mainly in terms of its spatial resolution and its utility for medical diagnosis. Based on the particular simulated inhomogeneity, an acceptable image should indicate a single conductivity increase, symmetrically situated at the back side of the head, bounded within the brain matter tissue, and having geometrical characteristics similar to those of the simulated inhomogeneity. The images presented at the left column of Fig. 4 indicate the exact location of the simulated impedance change in slices deployed throughout the inhomogeneity’s volume. The relevant slices from the 3-D nonlinear inverse solution, which corresponds to an error norm of $1.26 \times 10^{-4}$ are those appearing at the right column of the same figure. The images are extracted from the solution obtained by the third Gauss–Newton iteration using the PCGN algorithm to compute the linearized step as in (20). The reconstruction shows a localized impedance increase of magnitude similar to the one of the simulated change, situated at the back area of the brain matching the position where the original inhomogeneity has been simulated. Despite the presence of the resistive skull, the change has been successfully detected having most of its geometrical characteristics (symmetry and boundary shape) transferred into the image. In terms of its spatial resolution, the reconstructed change appears to fit reasonably well within the boundaries of the simulated one. As the system is heavily underdetermined the attempt to solve the problem with $k$ degrees of freedom using a radically smaller set of data $m$ will cause a systematic correlation among the elements of the solution that correspond to nearby pixels. As a result, when the solution is projected on to the pixels a smoothing effect is observed. The nonlinear inverse problem was attempted using both of the PCGN-based approaches described in Section V. At first, the Gauss–Newton PCGN algorithm was applied to the regularized system as in (20) using as preconditioner the $\text{diag}(J^T J)$ matrix, while the problem was later solved using the underdetermined version of the PCGN algorithm (23) preconditioned with the diagonal $\text{diag}(J^T J)$. In both cases, the linearized inverse problem was solved to an error tolerance of $10^{-8}$ for the iterative solution, and the two methods have accomplished similar performance with respect to their computational efficiency and the spatial resolution of the reconstructed images.

On a benchmark test based on the model of Table I, the PCGN algorithm as in (20) computed the linearized inverse solution after only 62% of the floating point operations per second (flops) required by the generalized Tikhonov solver (11), while the underdetermined version of the PCGN algorithm (23) reached convergence after 66% of the flops executed by the Tikhonov method. With regards to the forward computations, a similar test showed that the PCG algorithm (9) required only 56% of the flops executed by the Cholesky method when solving the forward problem to a tolerance of $1 \times 10^{-12}$. 

![Fig. 3. The 16 electrodes attached on the human head. Views of the arrangement from the front and the back.](image)
Fig. 4. On the left slices indicating the simulated inhomogeneity and on the right the corresponding slices from the reconstructed change in conductivity distribution. The images are extracted from the third Gauss–Newton iterative solution.

VII. CONCLUSION

When the conductivity distribution is real the PCG iterations can drastically improve the efficiency of the forward computations. Solving the problem to the accuracy level required according to the error estimate in the actual measurements, the algorithm avoids to perform any unnecessary refinement computations. For the nonlinear inverse problem, two PCGN-based algorithms have been employed and preconditioned in order to calculate efficiently the linear step solution within the Gauss–Newton iterative method for solving nonlinear problems. Their performance in calculating the linearized inverse solution and the updated sensitivity matrix at each iteration demonstrates that even in the presence of bulky finite-element models, the nonlinear inverse conductivity problem can be solved efficiently and accurately. With regard to the specific biomedical application, the suggested 3-D scalp electrode arrangement was shown to achieve a local sensitivity enhancement in the specific area of interest.
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