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Abstract. We consider the reduction of a symmetric indefinite matrix pair \((A, B)\), with \(B\) nonsingular, to tridiagonal-diagonal form by congruence transformations. This is an important reduction in solving polynomial eigenvalue problems with symmetric coefficient matrices and in frequency response computations. The pair is first reduced to symmetric-diagonal form. We describe three methods for reducing the symmetric-diagonal pair to tridiagonal-diagonal form. Two of them employ more stable versions of Brebner and Grad’s pseudosymmetric Givens and pseudosymmetric Householder reductions, while the third is new and based on a combination of Householder reflectors and hyperbolic rotations. We prove an optimality condition for the transformations used in the third reduction. We present numerical experiments that compare the different approaches and show improvements over Brebner and Grad’s reductions.
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1. Introduction. Motivation for this work comes from the symmetric polynomial eigenvalue problem (PEP)

\[(\lambda^m A_m + \lambda^{m-1} A_{m-1} + \cdots + A_0)u = 0,\]

where the \(A_i, \ i = 0: m,\) are \(n \times n\) symmetric matrices. \(\lambda\) is called an eigenvalue and \(u \neq 0\) is the corresponding right eigenvector. The standard way of dealing with the PEP in practice is to reformulate it as a generalized eigenvalue problem (GEP)

\[Ax = \lambda Bx,\]

of size \(mn\). This process is called linearization, as the GEP is linear in \(\lambda\). Symmetry in the problem is maintained with an appropriate choice of linearization. For example, we can take

\[A = \begin{bmatrix}
0 & \cdots & \cdots & 0 & A_0 \\
& \ddots & & & \vdots \\
& & A_0 & A_1 \\
& & & \vdots & \vdots \\
0 & A_0 & \cdots & A_{m-2} & A_{m-1}
\end{bmatrix}, \quad B = \begin{bmatrix}
0 & \cdots & 0 & A_0 & 0 \\
& \ddots & & A_0 & A_1 & \vdots \\
& & \vdots & \vdots & \vdots \\
& & 0 & A_0 & \cdots & A_{m-2} & 0 \\
0 & A_1 & \cdots & A_{m-2} & A_{m-1}
\end{bmatrix},
\]

and \(x = [u^T, \lambda u^T, \ldots, \lambda^{m-1} u^T]^T\). The resulting \(A\) and \(B\) are symmetric but not definite, and in general the pair \((A, B)\) is indefinite.
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The first step in most eigensystem computations is the reduction of the coefficient matrices, in a finite number of operations, to a simple form. Only then is an iterative procedure applied. A symmetric indefinite pair \((A, B)\) can be reduced to Hessenberg-triangular form and the resulting generalized eigenvalue problem solved by the QZ algorithm. This approach is numerically stable, but unfortunately the reduction to Hessenberg-triangular form destroys the symmetry. Moreover, in finite precision arithmetic there is no guarantee that the set of left and right eigenvectors computed via the QZ algorithm will coincide, a property possessed by GEPs with real symmetric matrices. Also, by preserving symmetry, storage and computational costs can be reduced.

The tridiagonal-diagonal reduction of a pair \((A, B)\) is the most compact form we can obtain in a finite number of steps. Such reductions have been proposed by Brebner and Grad [5] and by Zurmühl and Falk [26] for nonsingular \(B\). They require nonorthogonal transformations and can be unstable. Once \((A, B)\) is reduced to tridiagonal-diagonal form the eigenvalues and eigenvectors can be obtained by applying, for example, an HR iteration or associated iterations [5], [6], [16], [25], Uhlig’s DQR algorithm [24], or, if one is interested in the eigenvalues only, Aberth’s method can be used in an efficient way [1]. A robust tridiagonal-diagonal reduction is therefore of prime importance before one can consider using any of the methods cited above. We note that Garvey et al. [8] have considered a less compact form that allows the second matrix to be in tridiagonal form. One feature of their approach is that no assumption is made on the nonsingularity of the two matrices. The simultaneous tridiagonalization is convenient if one needs to solve linear systems of the form \((A - \omega B)x = b\) for many values of \(\omega\), as is required in frequency response computations [8], but it is less attractive than the tridiagonal-diagonal form for eigenvalue computations.

Three different tridiagonal-diagonal reductions for indefinite pairs \((A, B)\) with \(B\) nonsingular are described in this paper. They all consist of two stages. The first, common to all, is the reduction of the symmetric indefinite pair \((A, B)\) to symmetric-diagonal form \((C, J)\) with the aid of a block \(LDL^T\) factorization of \(B\). During the second stage, \(C\) is tridiagonalized using a sequence of congruence transformations that preserve the diagonal form of the second matrix \(J\). Each of the three reductions proposed in this paper uses different types of transformations. These transformations are not necessarily orthogonal, so they may be unstable in finite precision arithmetic. We describe several techniques that can be used to make them more robust and to improve stability during the reduction process: in particular, pivoting and zeroing strategies in order to minimize the condition numbers of the transformations, and mixed application of hyperbolic rotations.

The paper is organized as follows. Section 2 sets up notations and definitions. It is shown that if the tridiagonal-diagonal reduction exists, it is determined up to signs by the first column of the transformation matrix. Section 3 describes the first stage of the reduction, that is, the reduction of \((A, B)\) to symmetric-diagonal form \((C, J)\). The description is accompanied by an error analysis. The second stage of the reduction is described in section 4. Three algorithms are proposed. The first two are an improvement over Brebner and Grad’s pseudosymmetric Givens and pseudosymmetric Householder methods [5]. The third algorithm is based on transformations used to compute hyperbolic QR factorizations in indefinite least square problems [3]. Numerical comparisons of these algorithms and comparisons to Brebner and Grad’s reductions are given in the last section.

2. Background material. Unless otherwise specified, \(\|\cdot\|\) denotes the 2-norm. We denote by \(\text{diag}_q^n(\pm 1)\) the set of all \(n \times n\) diagonal matrices with \(q\) diagonal elements.
equal to 1 and \( n - q \) equal to \(-1\). A matrix \( J \in \text{diag}_q^n(\pm 1) \) for some \( q \) is called a signature matrix.

Let \( J, \tilde{J} \in \text{diag}_q^n(\pm 1) \). A matrix \( H \in \mathbb{R}^{n \times n} \) is said to be \((J, \tilde{J})\)-orthogonal if \( H^T J H = \tilde{J} \). Note that \((J, \tilde{J})\)-orthogonal matrices are sometimes called \((J, \tilde{J})\)-hyperexchange or \((J, J)\)-hypermnormal matrices in the signal processing literature \[17\].

We recall that a tridiagonal matrix is unreduced if none of its next-to-diagonal elements (that is, the elements on the first subdiagonal and the first superdiagonal) is zero.

The following result is related to the implicit \( Q \) theorem \[11\]. A more general form can be found in \[18, \text{Thm. 2.2}\].

**Theorem 2.1.** If \( C \in \mathbb{R}^{n \times n} \) admits a representation of the form

\[
Q^T C Q = T, \tag{2.1}
\]

where \( T \) is unreduced tridiagonal and \( Q \) is \((J, \tilde{J})\)-orthogonal, then the columns of \( Q \) and the next-to-diagonal elements of \( T \) are determined up to signs by the first (or last) column of \( Q \).

We give the proof since we need to refer to it later in the text. This is a constructive proof that describes a Lanczos process.

**Proof.** Let \( J = \text{diag}(\tilde{\sigma}_i) \), \( \tilde{\sigma}_i = \pm 1 \), \( i = 1: n \), and

\[
T = \begin{bmatrix}
\alpha_1 & \beta_2 & \\
\beta_2 & \alpha_2 & \beta_3 \\
& \beta_3 & \ddots & \ddots \\
& & \ddots & \alpha_{n-1} & \beta_n \\
& & & \beta_n & \alpha_n
\end{bmatrix}.
\]

We assume that \( q_1 \) is given and normalized such that \( \tilde{\sigma}_1 = q_1^T J q_1 \). This yields

\[
\alpha_1 = q_1^T C q_1.
\]

Using the \((J, \tilde{J})\)-orthogonality of \( Q \), equation (2.1) can be rewritten as

\[
JCQ = Q\tilde{J}T. \tag{2.2}
\]

Equating the first column on each side of (2.2) gives

\[
p_1 := JCq_1 - \alpha_1 \tilde{\sigma}_1 q_1 = \beta_2 \tilde{\sigma}_2 q_2.
\]

From the \((J, \tilde{J})\)-orthogonality of \( Q \) we get \( \tilde{\sigma}_2 = \beta_2^{-2} p_1^T J p_1 \), which implies

\[
\tilde{\sigma}_2 = \text{sign}(p_1^T J p_1), \quad \beta_2 = \pm \sqrt{|p_1^T J p_1|},
\]

so that \( q_2 = \tilde{\sigma}_2 \beta_2^{-1} p_1 \) is determined up to the sign chosen for \( \beta_2 \). The second diagonal element of \( T \) is uniquely determined by

\[
\alpha_2 = q_2^T C q_2.
\]

Hence, the construction of \( q_2, \alpha_2, \beta_2, \) and \( \tilde{\sigma}_2 \) requires just the knowledge of \( p_1 \). Now suppose that the first \( j < n \) columns of \( Q \) and the leading \( j \times j \) principal submatrices
of $T$ and $\bar{J}$ are known. Then by equating the $j$th columns on each side of (2.2) we obtain

$$p_j := JCq_j - \bar{\sigma}_j \alpha_j q_j - \bar{\sigma}_{j-1} \beta_j q_{j-1} = \bar{\sigma}_{j+1} \beta_j q_{j+1}.$$  

Using once again the $(J, \bar{J})$-orthogonality of $Q$ we have

$$\bar{\sigma}_{j+1} = \text{sign}(p_j^T J p_j), \quad \beta_{j+1} = \pm \sqrt{|p_j^T J p_j|}.$$  

Hence

$$q_{j+1} = \bar{\sigma}_{j+1}^{-1} \beta_{j+1} p_j, \quad \alpha_{j+1} = q_{j+1}^T C q_{j+1}.$$  

Again, $\beta_{j+1}$ and $q_{j+1}$ are determined up to a sign. By induction on $j$ all columns of $Q$ and all next-to-diagonal elements of $T$ are determined, up to a sign by $q_1$.

The proof is similar if $q_n$, the last column of $Q$ is chosen in place of $q_1$. \(\square\)

For a particular $q_1$, the proof shows that if, for some $j \leq n$, $p_j^T J p_j = 0$, the reduction breaks down. If $p_j = 0$ then $\beta_{j+1} = 0$. We can carry on the construction with a new $q_{j+1}$ chosen to be $J$-orthogonal to the previous $q_k$, $k = 1:j$. If $p_j^T J p_j = 0$ but $p_j \neq 0$ then the breakdown is serious and there is no $(J, \bar{J})$-orthogonal matrix $Q$ with this given $q_1$ that satisfies (2.1). In this case, $q_1$ is called \textit{exceptional}.

The construction of the quantities $q_{j+1}$, $\alpha_{j+1}$, $\beta_{j+1}$, and $\bar{\sigma}_{j+1}$ in (2.3) and (2.4) corresponds to a modification of the Lanczos process for symmetric matrices and therefore provides a numerical method for the reduction of a symmetric-diagonal pair to tridiagonal-diagonal form. We will instead consider methods based on a finite sequence of unified rotations or unified Householder reflectors or a mix of hyperbolic rotations and Householder reflectors. But before describing the tridiagonalization process we first consider the reduction of the symmetric indefinite pair $(A, B)$ to symmetric-diagonal form.

3. \textbf{Reduction to symmetric-diagonal form}. Since $B$ is indefinite we use a block LDL$^T$ factorization [13, Chap. 11]

$$P^T BP = LDL^T,$$  

where $P$ is a permutation matrix, $L$ is unit lower triangular and $D$ is diagonal with $1 \times 1$ or $2 \times 2$ blocks on its diagonal. This factorization costs $n^3/3$ operations plus the cost of determining the permutation matrix. There are several possible choices for $P$ (see [13, sect. 11.1] for a detailed description and stability analysis). We opt for the symmetric rook pivoting strategy [13, sect. 9.1], as it yields a factor $L$ with bounded elements. Let

$$D = X|\Lambda|^{1/2} J |\Lambda|^{1/2} X^T, \quad J \in \text{diag}_q(\pm 1),$$  

be the eigendecomposition of $D$, where $X$ is orthogonal and $\Lambda$ is the diagonal matrix of eigenvalues. Note that $X$ has the same structure as $D$ with the $1 \times 1$ blocks equal to 1 and the $2 \times 2$ blocks can be chosen to be Jacobi rotations of the form

$$\begin{bmatrix} c & s \\ -s & c \end{bmatrix}, \quad c^2 + s^2 = 1.$$  

The pair $(C, J)$ with

$$C = M^T A M, \quad M = P L^{-T} X |\Lambda|^{-1/2}$$  

is congruent to \((A, B)\) and is in symmetric-diagonal form.

The following pseudocode constructs \(C, J,\) and the transformation matrix \(M\) in (3.3). We assume that a function computing a \(LDLT\) factorization with rook pivoting is available. For example, we can use the MATLAB function \(ldlt\_symm\) from Higham’s Matrix Computation Toolbox [12].

\[
\text{function } [C, J, M] = \text{sym\_diag}(A, B) \\
\quad \% \text{Compute } C, J, \text{ and } M \text{ so that } M^T(A, B)M = (C, J) \\
\quad \% \text{ is a symmetric-diagonal pair.} \\
\quad \text{Compute the factorization } P^TBP = LDL^T \\
\quad X = I \\
\quad \text{for } k = 1 : n - 1 \\
\quad \quad \text{if } D(k+1, k) \neq 0 \\
\quad \quad \quad \tau = 0.5(D(k+1, k+1) - D(k, k))/D(k+1, k) \\
\quad \quad \quad \text{if } \tau \geq 0 \\
\quad \quad \quad \quad t = 1/(\tau + \sqrt{1 + \tau^2}) \\
\quad \quad \quad \text{else} \\
\quad \quad \quad \quad t = -1/(\tau + \sqrt{1 + \tau^2}) \\
\quad \quad \quad \text{end} \\
\quad \quad \quad c = 1/\sqrt{1 + t^2}, \quad s = tc \\
\quad \quad \quad X[k:k+1, k:k+1] = \begin{bmatrix} c & s \\ -s & c \end{bmatrix} \\
\quad \quad \quad \alpha = D(k, k) - D(k+1, k)t \\
\quad \quad \quad \beta = D(k, k+1) + D(k+1, k)t \\
\quad \quad \quad D(k+1, k+1) = \begin{bmatrix} \alpha & 0 \\ 0 & \beta \end{bmatrix} \\
\quad \quad \text{end} \\
\quad \quad J = \text{sign}(D), \\
\quad \quad C = |D|^{-1/2}X^T L^{-1} (PAP^T)L^{-T}X|D|^{1/2} \\
\quad \quad M = PL^{-T}X|D|^{-1/2}
\]

We now give a rounding error analysis of this reduction. We use the standard model of floating point arithmetic [13, sect. 2.2]:

\[
fl(x \text{ op } y) = (x \text{ op } y)(1 + \delta)^{\pm 1}, \quad |\delta| \leq u, \quad \text{ op } = +, -, *, /,
\]

where \(u\) is the unit roundoff.

Let \(\tilde{L}\tilde{D}\tilde{L}^T\) be the computed factorization in (3.1). Using a general result on the stability of block \(LDLT\) factorization [13, Thm. 11.3], we have

\[
(3.4) \quad P^T(B + \Delta B_1)P = \tilde{L}\tilde{D}\tilde{L}^T, \quad |\Delta B_1| \leq p(n) u(\|B\| + P\|\tilde{L}\|\|\tilde{D}\|\|P^T\|) + O(u^2)
\]

with \(p\) a linear polynomial.

Slapničar [22] shows that when a Jacobi rotation is used to compute the decomposition \(H = GJG^T\) of a symmetric \(H \in \mathbb{R}^{2 \times 2}\) and \(J \in \text{diag}(\pm 1)\), the computed decomposition \(\tilde{G}\tilde{J}\tilde{G}^T\) satisfies

\[
\tilde{G}\tilde{J}\tilde{G}^T = H + \Delta H, \quad |\Delta H| \leq \alpha|G||G^T|u,
\]

with \(\alpha\) a small integer constant. Using this result we obtain for the computed eigendecomposition (3.2)

\[
(3.5) \quad \tilde{X}|\tilde{\Lambda}|^{1/2}\tilde{J}|\tilde{\Lambda}|^{1/2}\tilde{X}^T = \tilde{D} + \Delta \tilde{D}, \quad |\Delta \tilde{D}| \leq \tilde{\alpha}u|\tilde{X}| |\tilde{\Lambda}| |\tilde{X}^T|
\]
with \( \tilde{\alpha} \) a small integer constant. Combining (3.4) with (3.5), we have
\[
P^T(B + \Delta B)P = \hat{L}\hat{X} [\hat{\Lambda}]^{1/2} \hat{\Lambda}^{1/2} \hat{X}^T \hat{L}^T,
\]
where
\[
|\Delta B| \leq p'(n)u(|B| + P[\hat{L}] |\hat{X}||\hat{\Lambda}| |\hat{X}^T||\hat{L}^T|P^T) + O(u^2).
\]
This is the best form of bound we could expect. Note that if rook pivoting is used then all the entries of \( L \) are bounded by 2.78 [13, sect. 11.1.3].

Using standard results [13] on the componentwise backward error in solving triangular systems and componentwise backward errors in the product of matrices we find, after some algebraic manipulations, that the computed \( C \) satisfies
\[
\hat{C} = [\hat{\Lambda}]^{-1/2} \hat{X}^T \hat{L}^{-1} P^T (A + \Delta A) P \hat{L}^{-T} \hat{X} [\hat{\Lambda}]^{-1/2},
\]
where
\[
|\Delta A| \leq \gamma_n \left( P[\hat{L}] ||\hat{L}^{-1}||A|(I + ||\hat{L}^{-T}||\hat{L}^T|P^T) + P[\hat{L}] ||\hat{X}||\hat{X}^T||\hat{L}^{-1}||A||\hat{L}^{-T}||(I + ||\hat{X}^T||\hat{X})||\hat{L}^T|P^T \right)
\]
with \( \gamma_n = nu/(1 - nu) \). Taking the \( \infty \)-norm gives
\[
(3.6) \quad \|\Delta A\|_\infty \leq \tilde{\gamma}_n \kappa_\infty(L)^2 \|A\|_\infty,
\]
with \( \tilde{\gamma}_n = cnu/(1 - cnu) \), \( c \) being a small integer constant.

This is the same form of normwise backward error result as we obtain for the reduction of a symmetric definite pair \((A, B)\) with \( B \) positive definite using a Cholesky decomposition of \( B \) [7]. If rook pivoting is used in the block \( LDL^T \) factorization then [13, Prob. 8.5]
\[
\kappa_\infty(L) = \|L\|_\infty \|L^{-1}\|_\infty \leq 3.78^{n-1} (1 + 2.78(n - 1)),
\]
and so \( \|\Delta A\|_\infty \) in (3.6) is bounded independently of \( B \). For the definite case, if complete pivoting in the Cholesky factorization is used, we have the smaller bound \( \kappa_\infty(L) \leq n2^{n-1} \).

4. Reduction to tridiagonal-diagonal form. Given a symmetric-diagonal pair \((C, J)\) with \( J \in \text{diag}_n^a(\pm 1) \), this section deals with the construction of a nonsingular matrix \( Q \) such that
\[
Q^T C Q = T, \quad Q^T J Q = \tilde{J},
\]
with \( T \) symmetric tridiagonal and \( \tilde{J} \in \text{diag}_n^a(\pm 1) \). We denote by \( \sigma_i \) and \( \tilde{\sigma}_i \) the ith diagonal element of \( J \) and \( \tilde{J} \), respectively.

Brebner and Grad [5] propose two methods: a pseudosymmetric Givens method and a pseudosymmetric Householder method. Both reduce the pseudosymmetric matrix \( JC \) to pseudosymmetric tridiagonal form \( \tilde{T} = \tilde{J} T \) with \( J \in \text{diag}_n^a(\pm 1) \) and \( T \) symmetric tridiagonal. Their reduction is equivalent to reducing \( C - \lambda J \) to symmetric.

\footnote{A matrix \( M \) is pseudosymmetric if \( M = NJ \) where \( N = NT \) and \( J = \text{diag}(\pm 1) \). Equivalently, \( MJ \) (or \( JM \)) is symmetric.}
TRIDIAGONAL-DIAGONAL REDUCTION OF INDEFINITE PAIRS

tridiagonal-diagonal form $T - \lambda J$ using a sequence of Givens and hyperbolic transformations or a sequence of hyperbolic Householder transformations. The first two reductions described below are based on similar ideas. They contain several improvements over Brebner and Grad’s reductions that make them more stable. The third reduction is new and based on a combination of Householder reflectors and hyperbolic rotations.

4.1. Reduction by unified rotation. The term unified rotation was introduced by Bojanczyk, Qiao, and Steinhardt [4]. Unified rotations include both orthogonal and hyperbolic rotations. Given a $2 \times 2$ signature matrix $J = \text{diag}(\sigma_1, \sigma_2)$, unified rotations have the form

$$G = \begin{bmatrix} c & \sigma_2 s \\ -s & c \end{bmatrix} \in \mathbb{R}^{2 \times 2}, \quad \sigma_1 c^2 + \sigma_2 s^2 = \bar{\sigma}_1, \quad \bar{\sigma}_1 = \pm 1.$$}

If we define $\bar{\sigma}_2 = \sigma_2 \bar{\sigma}_1 / \sigma_1$ then $G^T J G = \text{diag}(\bar{\sigma}_1, \bar{\sigma}_2) \equiv \bar{J}$, that is, $G$ is $(J, \bar{J})$-orthogonal. Thus $G$ is a Givens rotation when $J = \pm I$ and a hyperbolic rotation when $J \neq \pm I$. Hyperbolic rotations are said to be of type 1 when $J = \bar{J}$ and of type 2 when $J = -\bar{J}$. Let $x = [x_1, x_2]^T \neq 0$ be such that $x^T J x \neq 0$. Choosing $c = x_1 / \sqrt{|x^T J x|}$, $s = x_2 / \sqrt{|x^T J x|}$ gives $Gx = [\rho, 0]^T$ with $\rho = (\bar{\sigma}_1 / \sigma_1) \sqrt{|x^T J x|}$ and $\bar{\sigma}_1 = \text{sign}(x^T J x)$.

The following pseudocode, inspired by [4, Alg. 2] constructs $c$ and $s$ and guards against the risk of overflow.

```plaintext
function [c, s, J] = u_rotate(x, J)
% Given x = [x_1, x_2]^T and J = \text{diag}(\sigma_1, \sigma_2), compute c and s defining the
% unified rotation G such that Gx has zero second element and G is
% (J, J)-orthogonal.
% \gamma = \sigma_2 / \sigma_1, \quad \bar{J} = J
if x_2 = 0
  s = 0, c = 1, return
end
if |x_1| = -\gamma |x_2|
  No unified rotation exists—abort.
end
if |x_1| > |x_2|
  t = x_2 / x_1, \quad \tau = 1 + \gamma t^2
  c = \text{sign}(x_1) / \sqrt{\tau}, s = ct
else
  t = x_1 / x_2, \quad \tau = \gamma + t^2
  s = \text{sign}(x_2) / \sqrt{|\tau|}, c = st
end
if \tau < 0, \bar{J} = -\bar{J}, end

Bojanczyk, Brent, and Van Dooren [2] noticed that how hyperbolic rotations are applied to a vector is crucial to the stability of the computation. Consider the computation of $y = Gx$ with $\sigma_2 / \sigma_1 = -1$:

(4.3)  
$$y_1 = cx_1 - sx_2,$$

(4.4)  
$$y_2 = -sx_1 + cx_2.$$
We call (4.3)–(4.4) the direct application of $G$ to a vector $x$. When $\sigma_1 = \tilde{\sigma}_1$ (i.e., for hyperbolic rotations of type 1), we compute $y_1$ from (4.3). Solving (4.3) for $x_1$ gives
\begin{equation}
 x_1 = \frac{y_1}{c} + \frac{s}{c} x_2,
\end{equation}
which allows (4.4) to be rewritten as
\begin{equation}
 y_2 = -\frac{s}{c} y_1 + \left( -\frac{s^2}{c} + c \right) x_2 = -\frac{s}{c} y_1 + \frac{x_2}{c}.
\end{equation}
Note that (4.5) and (4.6) can be rewritten as
\begin{equation*}
 \begin{bmatrix}
 x_1 \\
 y_2
 \end{bmatrix}
 = \tilde{G} \begin{bmatrix}
 y_1 \\
 x_2
 \end{bmatrix},
\end{equation*}
and $\tilde{G}$ is an orthogonal Givens rotation. As multiplication of a vector by a Givens rotation is a stable process, this suggests that the computation of $y_2$ is likely to be more stable using (4.6) than using (4.4). We call (4.3), (4.6) the mixed application of $G$ to a vector $x$. Similar formulas can be derived for hyperbolic rotations of type 2. Finally we note that the two matrices $G$ and $\tilde{G}$ are related by the exchange operator, $G = \text{exc}(\tilde{G})$. The exchange operator has a number of interesting mathematical properties; see Higham [14]. In particular, it maps $J$-orthogonal matrices to orthogonal matrices and vice-versa.

We express the application of unified rotations as follows.

We call (4.3)–(4.4) the direct application of $G$ to a vector $x$. When $\sigma_1 = \tilde{\sigma}_1$ (i.e., for hyperbolic rotations of type 1), we compute $y_1$ from (4.3). Solving (4.3) for $x_1$ gives
\begin{equation}
 x_1 = \frac{y_1}{c} + \frac{s}{c} x_2,
\end{equation}
which allows (4.4) to be rewritten as
\begin{equation}
 y_2 = -\frac{s}{c} y_1 + \left( -\frac{s^2}{c} + c \right) x_2 = -\frac{s}{c} y_1 + \frac{x_2}{c}.
\end{equation}
Note that (4.5) and (4.6) can be rewritten as
\begin{equation*}
 \begin{bmatrix}
 x_1 \\
 y_2
 \end{bmatrix}
 = \tilde{G} \begin{bmatrix}
 y_1 \\
 x_2
 \end{bmatrix},
\end{equation*}
and $\tilde{G}$ is an orthogonal Givens rotation. As multiplication of a vector by a Givens rotation is a stable process, this suggests that the computation of $y_2$ is likely to be more stable using (4.6) than using (4.4). We call (4.3), (4.6) the mixed application of $G$ to a vector $x$. Similar formulas can be derived for hyperbolic rotations of type 2. Finally we note that the two matrices $G$ and $\tilde{G}$ are related by the exchange operator, $G = \text{exc}(\tilde{G})$. The exchange operator has a number of interesting mathematical properties; see Higham [14]. In particular, it maps $J$-orthogonal matrices to orthogonal matrices and vice-versa.

We express the application of unified rotations as follows.

We express the application of unified rotations as follows.
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unified rotations satisfies
\[ Q^T C Q = T, \quad Q^T J Q = \tilde{J} \in \text{diag}_q^n(\pm1). \]

The number of rotations required is of order \( n^2/2 \). The reduction fails if at some stage \( \sigma_i |c_{ij}| = \sigma_k |c_{kj}| \neq 0 \), where \( \sigma_j \) denotes the \( j \)th diagonal elements of \( J \).

For the standard case \( (J=I) \), the most popular choices for the rotation plane \((k,i)\) are \( k = j + 1 \) or \( k = i - 1 \), either choice yielding a perfectly stable reduction.

However, when \( J \neq I \), the choice of \( k \) is crucial for the stability of the reduction. Indeed, using a result of Ostrowski [15, p. 224] one can show that inherent relative errors in a symmetric matrix \( A \) can be magnified by as much as \( \kappa(Q)^2 \) in passing to \( Q^T AQ \) for any nonsingular \( Q \) [8]. Clearly, \( \kappa(G) = 1 \) for Givens rotations, but for hyperbolic rotations [4]

\[
\kappa(G) = \frac{|c| + |s|}{|c| - |s|},
\]

which can be arbitrarily large. Hence it is advisable to use as few hyperbolic rotations as possible.

Recall that at stage \( j \) of the reduction we need to zero all the elements in rows \( j + 2 \) up to \( n \) of the \( j \)th column. First, we perform all possible Givens rotations in planes \((\ell,i)\) with \( \sigma_\ell = \sigma_i, j + 1 \leq \ell < i \leq n \). At this point, either the stage is finished or there are two nonzero entries left in positions \((j + 1,j)\) and \((i,j)\) with \( i \) such that \( j + 1 < i \leq n \) and \( \sigma_{j+1} = -\sigma_i \). Then a single hyperbolic rotation in the plane \((j + 1,i)\) does the final elimination. This strategy has two main advantages. First, it reduces the number of hyperbolic rotations used during the reduction process to at most \( n-2 \). Secondly, it minimizes the risk of having two hyperbolic rotations acting in the same plane. This tends to reduce the growth of rounding errors and increases the chance that the largest condition number of the individual transformations will be of the same order of magnitude as the condition number of the overall transformation \( Q \).

The complete algorithm is summarized as follows.

**Algorithm 4.1** (tridiagonalization by unified rotations). Given an \( n \times n \) symmetric matrix \( C \) and a signature matrix \( J \in \text{diag}_q^n(\pm1) \), the following algorithm overwrites \( C \) with the tridiagonal matrix \( T = Q^T C Q \) and \( J \) with \( Q^T J Q \in \text{diag}_q^n(\pm1) \), \( Q \) being the product of unified rotations.

for \( j = 1:n-2 \)
\[ i_h = 0, i = n \]
while \( i > j + 1 \) or \( i_h > 0 \)
  if \( i > j + 1 \)
    Find largest \( k, j + 1 \leq k \leq i \), such that \( J_{ii} = J_{kk} \).
    \[ \text{rot} = [k,i] \]
  else
    \[ \text{rot} = [j + 1,i_h], i_h = 0 \]
  end
if \( \text{rot}(1) = \text{rot}(2) \)
\[ i_h = \text{rot}(1) \]
else
\[ [c, s, J_{\text{temp}}] = \text{u\_rotate}(C(\text{rot},j), J(\text{rot}, \text{rot})); \]
\[ C(\text{rot},j:n) = \text{r\_apply}(c, s, J(\text{rot}, \text{rot}), J_{\text{temp}}, C(\text{rot},j:n)); \]
\[ C(j:n, \text{rot}) = \text{r\_apply}(c, s, J(\text{rot}), J_{\text{temp}}, C(j:n, \text{rot})^T; \]
\[ C(i,j) = 0; C(j,i) = 0, J(\text{rot, rot}) = J_{\text{temp}} \]
end
\[ i = i - 1 \]
end

The major differences between Algorithm 4.1 and Brebner and Grad’s pseudosymmetric Givens algorithm [5] are that in the latter algorithm there is no particular strategy to minimize the number of hyperbolic rotations used and the hyperbolic rotations are applied directly to $CJ$ (instead of as in function $r_{\ldots}$ applied above).


\begin{equation}
H = H(J, k, v) = P \left( J - \frac{2vv^T}{v^T J v} \right), \quad v^T J v \neq 0,
\end{equation}

where $P$ is a permutation matrix in the $(1, k)$-plane.

For any vector $x$ such that $x^T J x \neq 0$, the unified Householder vector $v$ can be chosen so that $H$ maps $x$ onto the first column of the identity matrix. Let $k$ be such that $e_k^T J e_k = \sigma_k := \text{sign}(x^T J x)$ and let

\begin{equation}
v = Jx + \sigma_k \text{sign}(x_k) |x^T J x|^{1/2} e_k.
\end{equation}

Then it is easy to check that $v^T J v \neq 0$ and that $Hx = -\sigma_k \text{sign}(x_k) |x^T J x|^{1/2} e_1$. Note also that $P^T H$ is $J$-orthogonal.

The application of a hyperbolic Householder matrix to a vector can be done either directly, as

\[ Hx = P \left( Jx - \frac{2v^T x}{v^T J v} \right), \]

or, as for hyperbolic rotations, in a mixed way making use of the orthogonal matrix $\mathrm{exc}(H)$. Stewart and Stewart [23] show that both approaches are mixed-forward backward stable. We use the first approach since it yields simpler coding.

In [4] it is shown that

\begin{equation}
\sigma_{\min}^{-1}(H) = \sigma_{\max}(H) = \frac{v^T v}{|v^T J v|} + \sqrt{\left( \frac{v^T v}{v^T J v} \right)^2 - 1}.
\end{equation}

For $J = I$, $\sigma_{\min} = \sigma_{\max} = 1$ and for $J \neq I$ the ratio $v^T v / v^T J v$ can be arbitrarily large. Fortunately, there is some freedom in the choice of the plane $(1, k)$ for the permutation $P$. Choosing $k$ so that

\[ e_k^T J e_k = \text{sign}(x^T J x) \quad \text{and} \quad |x_k| \] is maximized

minimizes the ratio $v^T v / v^T J v$ and therefore minimizes $\kappa(H)$. This is the pivoting strategy proposed in [4], [23].

The following pseudocode inspired by [4, Alg. 3] determines the permutation matrix $P$ and constructs the unified Householder vector.

function $[v, k, \beta, \alpha] = \text{u\_house}(x, J)$
\[
\% \text{Determine the permutation } P \text{ in the }(1, k) \text{ plane and compute } v, \alpha, \text{ and } \beta
\]
and H

that, for the latter algorithm, Brebner and Grad use a rank-one update \( H = P(J - \beta vv^T) \) satisfies \( Hx = -\alpha e_1 \) with \( P^TH \) \( J \)-orthogonal. If \( x^TJx = 0 \)

No hyperbolic Householder exists—abort.

end

\[ m = \|x\|_\infty, \ x = x/m \]

if \( J = \pm I \)

\[ k = 1 \]

else

Find \( k \) so that \(|x_k|\) is maximized and \( \text{sign}(x_k^TJx_k) = J_{kk} \).

end

\[ \alpha = J_{kk}\text{sign}(x_k)|x^TJx|^{1/2} \]

\[ v = Jx + \alpha e_k \]

\[ \beta = 2/(v^TJv) \]

\[ \alpha = ma \]

The symmetric matrix \( C \) can be reduced to tridiagonal form while keeping the diagonal form of \( J \) by \( n-2 \) unified Householder transformations. Each transformation annihilates the required part of a whole column and whole corresponding row. The complete algorithm is summarized below.

**Algorithm 4.2** (tridiagonalization by unified Householder reflectors). Given an \( n \times n \) symmetric matrix \( C \) and a signature matrix \( J \in \text{diag}_q^n(\pm 1) \), the following algorithm overwrites \( C \) with the tridiagonal matrix \( T = Q^T CQ \) and \( J \) with \( Q^T J Q \in \text{diag}_q^n(\pm 1) \), \( Q \) being the product of unified Householder reflectors.

For \( j = 1:n-2 \)

\[ \text{ind} = j+1:n \]

\[ [v, k, \beta, \alpha] = \text{u-house}(C(\text{ind}, j), J(\text{ind}, \text{ind})) \]

Swap rows and columns \( j+1 \) and \( j+k \) of \( C \).

\[ C(\text{ind}, j) = -\alpha e_1, \ C(j, \text{ind}) = C(\text{ind}, j)^T \]

\[ p = \beta J(\text{ind}, \text{ind})C(\text{ind}, \text{ind})v \]

\[ w = p - \beta^2(v^T C(\text{ind}, \text{ind})v)v/2 \]

\[ C(\text{ind}, \text{ind}) = J(\text{ind}, \text{ind})C(\text{ind}, \text{ind})J(\text{ind}, \text{ind}) - vw^T - vw^T \]

end

Note that the reduction fails if at some stage \( j \), \( x^TJx = 0 \), where \( x = C(j+1:n,j) \).

Algorithm 4.2 differs from the pseudosymmetric Householder algorithm in [5] in that, for the latter algorithm, Brebner and Grad use a rank-one update \( H \) of the form \( H = I - 2Jvv^T \), where \( v \) can have complex entries even though \( H \) is real. This vector is not computed but, instead, the transformation \( H \) is computed element by element and applied explicitly to \( CJ \), which is a costly operation. Also, no pivoting is used to reduce the condition number of the transformations.

**4.3. Reduction by a mix of Householder reflectors and hyperbolic rotations.** Here we adapt an idea developed by Bojanczyk, Higham, and Patel [3] for hyperbolic QR factorizations of rectangular matrices. We propose a tridiagonalization that uses a combination of Householder reflectors and hyperbolic rotations. As hyperbolic rotations are not norm-preserving, we aim to use a minimal number of them.

Assume for notational simplicity that \( J = \text{diag}(I_p, -I_q) \in \text{diag}_q^n(\pm 1) \) and partition \( x \in \mathbb{R}^n \) so that \( x_p = x(1:p) \) and \( x_q = x(p+1:n) \). We first define a \((J,J)\)-orthogonal matrix that maps \( x \) into the first column of the identity matrix. Let \( H_p \) and \( H_q \) be two Householder matrices defined so that

\[ H_p x_p = -\|x_p\|e_1, \quad H_q x_q = -\|x_q\|e_1. \]
Next we define a $2 \times 2$ hyperbolic rotation such that
\[
\begin{bmatrix}
c & -s \\
-s & c
\end{bmatrix}
\begin{bmatrix}
\|x_p\| \\
\|x_q\|
\end{bmatrix} = \begin{bmatrix}
\alpha \\
0
\end{bmatrix}, \quad \alpha \in \mathbb{R},
\]
and build from it an $n \times n$ hyperbolic rotation $G$ in the $(1, p + 1)$ plane. Then the matrix
\[
S = G \begin{bmatrix}
H_p & 0 \\
0 & H_q
\end{bmatrix}
\tag{4.11}
\]
maps $x$ into the first column of the identity matrix and satisfies $\tilde{J} = S^TJS \in \text{diag}_q^n(\pm 1)$. Note that $\tilde{J} = J$ when $G$ is a hyperbolic rotation of type 1 and if $G$ is a hyperbolic rotation of type 2 then $\tilde{J}$ and $J$ are identical except in position $(1, 1)$ and $(p+1, p+1)$, where their signs differ. From (4.11) and (4.7), the condition number of $S$ is given by
\[
\kappa(S) = \frac{\|x_p\| + \|x_q\|}{\|x_p\| - \|x_q\|}.
\tag{4.12}
\]
Unlike for the tridiagonalization via unified Householder matrices, we have no free parameters that can be used to minimize $\kappa(S)$. The next result shows that $\kappa(S)$ is already of optimal condition relative to unified Householder matrices.

**Theorem 4.3.** Let $H$ be a unified Householder reflector as in (4.8) and let $S$ be a combination of Householder reflectors and a hyperbolic rotation as in (4.11), both mapping a vector $x$ to a multiple of $e_1$, the first column of the identity matrix. Then
\[
\kappa(S) \leq \kappa(H).
\]
If $R$ denotes the matrix which accumulates the product of the Givens rotations and the hyperbolic rotation mapping $x$ to a multiple of $e_1$ as described in section 4.1, then
\[
\kappa(R) = \kappa(S).
\]

**Proof.** Let $H = P(J - \beta vv^T)$, where
\[
\beta = 2/v^T J v, \quad v = J x + \sigma_k \text{sign}(x_k)|x^T J x|^{1/2} e_k
\tag{4.13}
\]
for some $k$ such that $e_k^T J e_k = \sigma_k = \text{sign}(x^T J x)$ and $P$ is a permutation in the $(1, k)$-plane. Assume that $J = (I_p, -I_q)$ and partition $v$ and $x$ accordingly:
\[
v_p = v(1:p), \quad x_p = x(1:p), \\
v_q = v(p+1:p+q), \quad x_q = x(p+1:p+q).
\]
From (4.10),
\[
\kappa(H) = \frac{\sigma_{\max}(H)}{\sigma_{\min}(H)} = \left( \frac{v^T v + \sqrt{(v^T v)^2 - (v^T J v)^2}}{v^T J v} \right)^2 = \left( \frac{\|v_p\| + \|v_q\|}{\|v_p\| - \|v_q\|} \right)^2.
\]
Suppose that $\kappa(H) < \kappa(S)$. There is no loss of generality in assuming that $\|x_p\| > \|x_q\|$. Using the expression for $\kappa(S)$ in (4.12) we have
\[
(\|x_p\| + \|x_q\|)(\|v_p\| - \|v_q\|)^2 > (\|x_p\| - \|x_q\|)(\|v_p\| + \|v_q\|)^2,
\]
or equivalently,  

\[ 2\|x_p\|\|v_p\|\|v_q\| - \|x_q\|\|v_p\|^2 - \|x_q\|\|v_q\|^2 < 0. \]  

Since \(\|x_p\| > \|x_q\|\), \(\text{sign}(x^T J x) > 0\) and hence \(1 \leq k < p\). From (4.13), \(\|v_q\| = \|x_q\|\) and  

\[ \|v_p\|^2 = 2\|x_p\|^2 - \|x_q\|^2 + 2|x_k|(\|x_p\|^2 - \|x_q\|^2)^{1/2} = \|x_p\|^2(2\mu - \alpha), \]

where \(\mu = 1 + |x_k|(1 - \alpha)^{1/2}/\|x_p\|\) and \(\alpha = \|x_q\|^2/\|x_p\|^2\). Using these expressions for \(\|v_p\|\) and \(\|v_q\|\) in inequality (4.14) leads to  

\[ f(\mu) = 3\mu^2 - 4\mu\alpha + \alpha^2 < 0, \]

which is satisfied for \(\frac{\alpha}{3} < \mu < \alpha < 1\). But by the definition of \(\mu\), \(1 \leq \mu \leq 1 + (1 - \alpha)^{1/2}\) and for these values of \(\mu\), \(f(\mu) \geq 0\). Hence \(\kappa(H) \geq \kappa(S)\).

The equality \(\kappa(R) = \kappa(S)\) is obvious. □

Assume that \((C, J)\) has been permuted so that \(J = \text{diag}(I_p, -I_q)\). Again, as in the previous section, we can transform \(C\) to tridiagonal form while preserving the diagonal form of \(J\) by \(n - 2\) transformations of the form (4.11). The key point in the reduction is that at each step the part of the signature matrix involved in the transformation is of the form \(\text{diag}(I_{\tilde{p}_j}, -I_{\tilde{q}_j})\), \(\tilde{p}_j + \tilde{q}_j = n - j\). Note that if we reach the stage where \(\tilde{p}_j = 0\) or \(\tilde{q}_j = 0\) then the rest of the reduction is carried out with orthogonal Householder matrices only.

This reduction uses at least \(\min(p - 1, q)\) hyperbolic rotations and at most \(n - 2\). The smallest number \(\min(p - 1, q)\) occurs when all the transformations in the reduction process are derived from hyperbolic rotations of type 1. The largest number, \(n - 2\), happens if hyperbolic rotations of type 2 are used at each step of the reduction. Note that the reduction fails if at some stage \(j\), \(\|x_{\tilde{p}_j}\| = \|x_{\tilde{q}_j}\| \neq 0\).

**Algorithm 4.4** (tridiagonalization by mixed Householder reflectors-hyperbolic rotations). *Given an \(n \times n\) symmetric matrix \(C\) and a signature matrix \(J = (I_p, -I_q)\), the following algorithm overwrites \(C\) with the tridiagonal matrix \(T = Q^T C Q\) and \(J\) with \(Q^T J Q \in \text{diag}_n^\text{a} (\pm 1)\), \(Q\) being the product of mixed Householder reflectors–hyperbolic rotations.***

**Algorithm 4.4**

\[
\text{for } j = 1: n - 2 \\
p = \max(0, p - 1) \\
\text{if } p > 1 \\
\text{ind} = j + 1: j + p \\
[v, k, \beta, \alpha] = \text{u_house}(C(j + 1: j + p, j), J(\text{ind}, \text{ind})) \\
C(\text{ind}, j:n) = C(\text{ind}, j:n) - \beta v(\alpha C(\text{ind}, j:n)) \\
C(j:n, \text{ind}) = C(j:n, \text{ind}) - \beta(C(j:n, \text{ind})v)v^T \\
\text{end} \\
\text{if } q > 1 \\
\text{ind} = (j + p + 1: n) \\
[v, k, \beta, \alpha] = \text{u_house}(C(\text{ind}, j), J(\text{ind}, \text{ind})) \\
C(\text{ind}, j:n) = C(\text{ind}, j:n) - \beta v(\alpha C(\text{ind}, j:n)) \\
C(j:n, \text{ind}) = C(j:n, \text{ind}) - \beta(C(j:n, \text{ind})v)v^T \\
\text{end} \\
\text{if } p > 0 \text{ and } q > 0 \\
\text{rot} = [j + 1, j + p + 1] \\
[e, s, J_{\text{temp}}] = \text{u_rotate}(C(\text{rot}, j), J(\text{rot, rot}))
\]
\[ C(\text{rot}, j; n) = \text{r}_- \text{apply}(c, s, J(\text{rot}, \text{rot}), J_{\text{temp}}, C(\text{rot}, j; n)) \]
\[ C(j; n, \text{rot}) = \text{r}_- \text{apply}(c, s, J(\text{rot}), J_{\text{temp}}, C(j; n, \text{rot})^T)^T \]
\[ C(i, j) = 0; C(j, i) = 0 \]
\[ \text{if } J(\text{rot}, \text{rot}) = -J_{\text{temp}} \]
\[ p = p + 1, q = q - 1 \]
\[ J(\text{rot}, \text{rot}) = J_{\text{temp}} \]
\end{end}

We cannot conclude from Theorem 4.3 that Algorithms 4.1 and 4.4 are more stable than Algorithm 4.2 since at step \( k \) of the tridiagonalization process the column of \( C \) to be annihilated is not the same for each reduction. However, intuitively, we may expect Algorithms 4.1 and 4.4 to behave better than Algorithm 4.2.

5. Monitoring condition numbers and preventing breakdown. If serious breakdown occurs during the reduction to tridiagonal-diagonal form (see the end of section 2) then we can permute \( C \) and start again. This is equivalent to restarting the Lanczos process described in the proof of Theorem 2.1 with a new vector \( q_1 \). Of course, the major disadvantage with this approach is that all the previous computation is lost. We take an alternative approach, based on an idea from Geist, Lu, and Wachpress [9] for curing breakdown occurring in the tridiagonalization of nonsymmetric matrices.

If breakdown occurs at step \( j \) of the reduction process or if the condition number of the next transformation is too large, we apply a unified rotation \( \tilde{G} \) on the two first rows and columns of the current \( C \). This brings nonzero values in positions (3, 1) and (1, 3). This bulge in the tridiagonal form is chased down the matrix from position (3, 1) to (4, 2) and so on via \( j - 2 \) unified rotations. This chasing procedure costs \( O(j) \) operations and the result is a new column \( j \) in \( C \). The whole procedure may be tried again if some large condition numbers occurs before the reduction is completed.

In our implementation the unified rotation \( \tilde{G} \) is generated randomly but with the constraint that \( \kappa(\tilde{G}) = O(1) \).

6. Numerical experiments. Our aim in this section is to investigate the numerical properties of the tridiagonal-diagonal reduction algorithms just described. We name our MATLAB implementations

- \texttt{trd\_ur}: tridiagonalization by unified rotations (Algorithm 4.1),
- \texttt{trd\_uh}: tridiagonalization by unified Householder reflectors (Algorithm 4.2),
- \texttt{trd\_hr}: tridiagonalization by mixed Householder reflectors-hyperbolic rotations (Algorithm 4.4).

Given a symmetric matrix \( C \) and a signature matrix \( J \) we formed explicitly, during the course of the reduction, the transformation \( Q \) such that \( T = Q^T C Q \) is tridiagonal and \( \tilde{J} = Q^T J Q \) is a signature matrix. The following quantities were computed:

- the scaled residual error and departure from \((J, \tilde{J})\)-orthogonality
  \[ \mathcal{R} = \frac{\|Q^T C Q - T\|}{\|C\|\|Q\|^2}, \quad \mathcal{O} = \frac{\|Q^T J Q - \tilde{J}\|}{\|Q\|^2}, \]
- \( \kappa(Q) \), the condition number of the transformation \( Q \),
- the largest condition numbers,
  \[ \kappa_G = \max_k \kappa(G_k), \quad \kappa_H = \max_k \kappa(H_k), \quad \kappa_S = \max_k \kappa(S_k), \]
  of the transformations used to zero parts of the matrix \( C \). Here \( G \), \( H \), and \( S \)
6.1. Tridiagonalization by unified rotations. We first compare \texttt{trd\_ur} to an implementation of Brebner and Grad’s pseudosymmetric Givens method named \texttt{trd\_BG1}. We ran a set of tests with matrices of the form

\[ C = \text{randn}(n); \quad C = C + C'; \quad J = \text{mysign}(\text{randn}(n)); \]

where \texttt{mysign} is a sign function defined so that \texttt{mysign}(0) = 1. The residual \( R \) and the departure from \((J, \tilde{J})\)-orthogonality \( O \) as defined in (6.1) are plotted on the top left and right in Figure 6.1 for twenty random matrices of size \( n = 50 \). Results obtained by \texttt{trd\_BG1} are plotted with “o” and we use “*” for results from \texttt{trd\_ur}. On this set of matrices, the residuals \( R \) and \( O \) from \texttt{trd\_ur} are smaller than the ones from \texttt{trd\_BG1} by a factor as large as \( 10^7 \) for \( R \) and \( 10^4 \) for \( O \). For a given test problem \((C, J)\), \texttt{trd\_BG1} and \texttt{trd\_ur} both compute the same \( Q \), but the construction of \( Q \) differs since it is obtained by a different sequence of transformations. The left-hand plot at the bottom of Figure 6.1 helps to compare the largest condition numbers \( \kappa_G \) of the individual transformations used by each algorithm during the reduction process. It shows that \( \kappa_G \) is nearly always smaller for \texttt{trd\_ur}. Not surprisingly, large values of \( \kappa_G \) correspond to test problems with large values of \( R \) and \( O \). The right-hand plot at the bottom of Figure 6.1 compares both algorithms’ ratios \( \kappa_G/\kappa(Q) \). Interestingly, for \texttt{trd\_ur}, \( \kappa_G \) is always smaller than the condition number of the overall transformation \( Q \) whereas \( \kappa_G \) is in general larger than \( \kappa(Q) \) for \texttt{trd\_BG1}. The four plots on Figure 6.1 illustrate the numerical superiority of our tridiagonalization using unified rotations over Brebner and Grad’s pseudosymmetric Givens method. The improvements are due to the way we apply the rotations and our zeroing strategy.
Table 6.1
Comparison between explicit and implicit application of hyperbolic rotations to matrices.

<table>
<thead>
<tr>
<th></th>
<th>( \mathcal{R}_d )</th>
<th>( \mathcal{R}_m )</th>
<th>( \kappa(Q) )</th>
<th>( \kappa_G )</th>
<th>( \mathcal{E}_d )</th>
<th>( \mathcal{E}_m )</th>
<th>( \text{cond}(\lambda) )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( 2 \times 10^{-12} )</td>
<td>( 2 \times 10^{-15} )</td>
<td>( 3.02 )</td>
<td>( 2 \times 10^3 )</td>
<td>( 4 \times 10^{-10} )</td>
<td>( 2 \times 10^{-13} )</td>
<td>( 4 \times 10^2 )</td>
</tr>
</tbody>
</table>

To emphasize the fact that how hyperbolic rotations are applied to a matrix may be crucial to the stability of the computation we use the direct search maximization routine \texttt{mdsmax} of the MATLAB Matrix Computation Toolbox [12] to maximize both ratios \( \mathcal{R}_d/\mathcal{R}_m \) and \( \mathcal{R}_m/\mathcal{R}_d \). The subscripts \( d \) and \( m \) stand for direct and mixed, respectively, depending on how the hyperbolic rotations are applied to \( C \) during the course of the reduction. We used \texttt{trd\_BG1} with an option on how to apply the rotations. We found that for some matrix pairs \((C, J)\), \( \mathcal{R}_d \gg \mathcal{R}_m \) but when \( \mathcal{R}_m \) is larger than \( \mathcal{R}_d \), \( \mathcal{R}_m \approx \mathcal{R}_d \) always. Table 6.1 provides some relevant quantities for a \( 5 \times 5 \) pair \((C, J)\) generated by \texttt{mdsmax}. We also compared the eigenvalues \( \lambda_i \) of the initial pair \((C, J)\) with those \( \tilde{\lambda}_i \) of \((T, \tilde{J})\) and their corresponding relative condition numbers \( \text{cond}(\lambda_i) \),

\[
\text{cond}(\lambda_i) = \frac{\|x_i\|\|y_i\|}{|\lambda_i| |\tilde{\lambda}_i J x_i|},
\]

where \( x_i \) and \( y_i \) are the corresponding right and left eigenvectors. We denote by

\[
\mathcal{E} = \max_{i=1:n} \frac{|\lambda_i - \tilde{\lambda}_i|}{|\lambda_i|}
\]

the largest relative error for the computed eigenvalues. For this particular example, \( \mathcal{R}_d \approx 10^3 \mathcal{R}_m \). Since \( \kappa(Q) = O(1) \), it is reasonable to expect \( \mathcal{R} = O(u) \) which is clearly not the case when direct application of unified rotations is used. The table also shows that a large value for the residual \( \mathcal{R}_d \) directly affects the accuracy to which the eigenvalues are computed from \((T, \tilde{J})\).

6.2. Tridiagonalization by unified Householder reflectors. We now compare \texttt{trd\_uh} to an implementation of Brebner and Grad’s pseudosymmetric Householder method named \texttt{trd\_BG2}. The main numerical difference between the two algorithms is that \texttt{trd\_uh} uses a pivoting strategy aimed to reduce the condition numbers of the unified Householder reflectors. We ran a sequence of tests similar to the ones described in section 6.1. Results are plotted in Figure 6.2 for twenty random test problems of dimension 50. These plots clearly illustrate that the pivoting strategy helps to reduce the residuals and the departure from \((J, \tilde{J})\)-orthogonality. For this set of examples, \( \mathcal{R} \) and \( \mathcal{O} \) are reduced on average by a factor \( 10^2 \) and \( 10 \), respectively; the reduction factor is as large as \( 10^3 \) for \( \mathcal{R} \) and as large as \( 10^2 \) for \( \mathcal{O} \). As expected, \( \kappa_H \) for \texttt{trd\_uh} is always smaller than \( \kappa_H \) for \texttt{trd\_BG2} by a factor as large as \( 10^3 \). Recall that small \( \kappa_H \) are essential for the stability of the reduction.

6.3. Comparison of the three reductions. For a particular symmetric-diagonal pair \((C, J)\) with \( J = \text{diag}(I_p, -I_q) \) we know that, from Theorem 2.1, the three algorithms produce up to signs the same matrix \( Q \) and tridiagonal matrix \( T \). They differ numerically in the way \( Q \) is formed.

We generated a large set of problems with matrices \( C \) of the form

\[
C = \text{randn}(n); \ C = C+C'
\]
and

\[ C = \text{gallery('randsvd',n)}; C = C+C' \]

and also matrices \( C = Q^T T Q \) obtained from random tridiagonal matrices \( T \) and random \( J \)-orthogonal matrices \( Q \) with prescribed condition numbers. Higham's algorithm [14] was used to generate the random \( Q \).

We ran extensive tests with these types of problems. Here is a summary of our findings.

- As expected, \( \text{trd}_- \text{ur} \), \( \text{trd}_- \text{uh} \) yield residuals of the same order of magnitude.
- 80\% of the time, \( \text{trd}_- \text{uh} \) has residuals of the same order of magnitude as \( \text{trd}_- \text{hr} \) or \( \text{trd}_- \text{ur} \).
- In 20\% of the cases where the residuals have different orders of magnitude, \( \text{trd}_- \text{uh} \) appears the least stable. On average, the residuals and departure from \((J, \tilde{J})\)-orthogonality are 10 times larger with \( \text{trd}_- \text{uh} \) than with \( \text{trd}_- \text{ur} \) or \( \text{trd}_- \text{hr} \).
- Most of the time, \( \kappa_G \) and \( \kappa_S \) are smaller than \( \kappa_H \), which is consistent with the previous bullet. Large condition numbers for the individual transformations directly affect the residuals.
- When \( \kappa(Q) \) is large the \((J, \tilde{J})\)-departure from orthogonality of \( Q \) tends to be larger with \( \text{trd}_- \text{uh} \) than with the two others algorithms.

This battery of tests seems to indicate that amongst the three reductions \( \text{trd}_- \text{uh} \) is the least stable. Since \( \text{trd}_- \text{ur} \) is nearly twice more costly than \( \text{trd}_- \text{hr} \), we suggest to use the latter, that is, to use a combination of Householder reflectors and hyperbolic rotations (Algorithm 4.4) to reduce a symmetric-diagonal pair to tridiagonal-diagonal form. We would like to emphasize that in most instances the three algorithms all produce residuals close to what we would expect from a stable algorithm.
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