Prediction of regulatory networks: identification of transcription factor-target relationship from gene ontology information and gene expression data
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ABSTRACT

Defining regulatory networks, linking transcription factors (TFs) to their targets, is a central problem in post-genomic biology. Here we apply an approach based on the Nearest Neighbour (NN) Algorithm to predict the targets of a transcription factor by combining gene ontology (GO) and gene expression data. In particular, we used NN algorithm to predict the regulatory targets for 36 transcription factors in the *Saccharomyces cerevisiae* (Qian J. et al., 2003, Bioinformatics. 19(15):1917-26) based on the gene ontology and microarray expression data from various physiological conditions. We trained and tested our NN algorithm on a data set which contains a number of both positive and negative examples. The overall success rate by the jackknife test for the dataset was 97%, and that for the regulatory targets (positive) was 58%, suggesting that such a hybrid approach particularly by incorporating the knowledge of gene ontology) may become a useful high-throughput tool in the area of regulatory networks modelling.

I. INTRODUCTION

The transcription of a gene in a cell can be regulated in different levels, such as alteration of DNA structure, DNA methylation, and DNA-RNA interaction etc. Among them, the transcription factor (TF) binding to the target (cis-regulatory element of a gene) is the most important key mechanism because it can alter the amount of the gene expression and further to affect the cell behaviours. Thus, identification of the TF-target relationship can help biologists to decipher the transcriptional regulatory networks and understand the processes of cell differentiation or cellular responses to the environmental conditions.

Currently, the TF-target relationship in the whole genome can be extensively determined by identification of the TF binding site (TFBS) on the *cis*-regulatory element of a gene, either using experimental or computational approaches. For experimental approaches, the most popular approach is ChIP-on-chip. It combines the chromatin
immunoprecipitation and microarray technologies, and can directly identify \textit{in vivo} target promoters for a specific TF (Orlando, 2000; Ren, \textit{et al.}, 2000; Wang, \textit{et al.}, 2002). For computational approaches, many algorithms have been developed in the past few years, and they can be generally classified into two main strategies: (1) For the TF with well-known TFBS, the TF targets can be revealed by scanning for consensus binding sites or position weight metrics (PWM) in their promoter regions (Banerjee and Zhang, 2002; Kel, \textit{et al.}, 2003; Matys, \textit{et al.}, 2003); (2) For the TF without known TFBS, the motif-finding algorithms were used to find the novel binding sites among promoter regions of a group of genes with related functions or the TF correlated genes derived from gene expression data (Banerjee and Zhang, 2002; Haverty, \textit{et al.}, 2004; Qiu, 2003; Zhu, \textit{et al.}, 2002). That is based on the assumption that genes with the similar gene expression profile may under the similar transcriptional regulation.

Even though the results obtained from these computational approaches thus far are very promising to discover TF-target relationships, they still suffer from few limitations, such as that not all genes shared common TFBS are the targets of a TF, and not all co-regulated gene promoters share common TFBSs. The later limitation is far more significant when using the second strategy described above based on microarray data sets, since gene expression relationship between a TF and its target is complex, dynamic, and non-linear. For example, TF and its targets do not have a correlated expression profile over a time course (Qian, \textit{et al.}, 2001). To solve this issue, Qian (Qian, \textit{et al.}, 2003) employed the support vector machines (SVMs) approach to identify the TF-target relationship, without identify TFBSs in the promoter region of the target gene, using budding yeast gene expression dataset. This tool can achieve 63% precision for the positive prediction and 93% accuracy for overall prediction.

Recently, rather than using gene group with correlated expression profiles, the over-represented individual and pairs of TFBSs in the proximal promoters of gene group with the similar Gene Ontology terms have been addressed (Cora, \textit{et al.}, 2004; Long, \textit{et al.}, 2004). This suggests that using Gene Ontology information could better increase the accuracy of determining the TF-target relationships in the genome. In the view of this, here a strategy is developed to represent a gene by the combination of the gene ontology composition and gene expression data. The combination makes allowance for bringing
out the best in one another. With the approach, the Nearest Neighbour (NN) algorithm was employed to predict the 175 regulatory targets for 36 transcription factors in the *Saccharomyces cerevisiae* (Qian, *et al.*, 2003), and high success rates are obtained.

II. HYBRIDIZATION OF GENE ONTOLOGY, AND GENE EXPRESSION DATA

To improve the quality of predicting transcription factors targets, a logic step is to catch the core features of a gene. According to the Gene Ontology (GO) Consortium (Ashburner *et al.*, 2000), the GO database was established based on the following criteria: (a) biological process referring to a biological objective to which the gene or gene product contributes; (b) molecular function defined as the biochemical activity of a gene product; and (c) cellular component referring to the place in the cell where a gene product is active. Since the above three criteria are not only the attributes of genes, gene products or gene-product groups, but also the core features reflecting the subcellular localization, it is anticipated that the prediction quality will be enhanced if using the GO database to define genes according to the following procedures.

By mapping of InterPro (Apweiler *et al.*, 2001) entries to GO, one can get a list of data called “InterProt2GO” ([ftp://ftp.ebi.ac.uk/pub/databases/interpro/interpro2go/](ftp://ftp.ebi.ac.uk/pub/databases/interpro/interpro2go/)), where each InterPro entrance corresponds to a GO number. The relationships between InterPro and GO may be one-to-many, “reflecting the biological reality that a particular protein may function in several processes, contain domains that carry out diverse molecular functions, and participate in multiple alternative interactions with other proteins, organelles or locations in the cell.” (Ashburner *et al.*, 2000). For example, “IPR000003” corresponds to “GO:0003677”, “GO:0004879”, “GO:0005496”, “GO:0006355” and “GO:0005634”. Also, since the current GO database is far from complete yet, some InterPro entrances (such as IPR000001, IPR000002, and IPR000004) do not have the corresponding GO numbers in the InterProt2GO list. Furthermore, the GO numbers in InterProt2GO are not increasing successively and orderly, and hence a reorganization and compression procedure was taken to renumber them. For example, after such a procedure, the original GO numbers GO:0000012, GO:0000015, GO:0000030, …, GO:0046413 would become GO_compress: 0000001, …,
respected in the sense that some genes might not belong to any of the GO numbers. Although the problem will eventually no longer exist as GO increases in size, to cope with such a situation right now, a hybrid approach was introduced by combining GO with the gene expression data (http://rana.lbl.gov/EisenData.htm), as described below.

1) Use the program IPRSCAN (Apweiler et al., 2001) to search InterPro (release 6.1) database (Apweiler et al., 2001) for a given gene, if there is a hit corresponding to the $i$th number of the GO_compress database, then the $i$th component of the gene in the 1930D GO_compress space is assigned 1; otherwise, 0. Thus, the gene can be formulated as

$$
P = \begin{bmatrix}
    a_1 \\
    a_2 \\
    \vdots \\
    a_i \\
    \vdots \\
    a_{1930}
\end{bmatrix},
$$

where

$$
a_i = \begin{cases}
1, & \text{hit found in GO_compress} \\
0, & \text{otherwise}
\end{cases}
$$

2) If no hit (i.e., no corresponding GO number) was found at all in the entire 1930D GO_compress space, the gene should be defined in the 80D gene expression space (http://rana.lbl.gov/EisenData.htm), as given below.
where \( b_j \) is the \( j \)th gene expression time points.

To encode the regulatory network prediction problem into a form suitable for training of a machine learning method, we construct TF-target pairs. These pair a known transcription factor \( S \) and a putative target gene \( T \) that maybe regulated by this factor. For instance, the pairing \( (S \Rightarrow T) \) means transcription factor \( S \) regulates gene \( T \). To connect this paring with gene ontology and gene expression information, we note that each gene in the pair is characterized by its GO and expression information, which comprise data from samples collected at various time points during several biological procedures. In total, we used a 1930D GO vector and 80D gene expression vector to characterize each gene. Then putative TF-target pairing corresponds to a 3860D=2*1930D GO vector in which the first 1930D vector for the TF while the second 1930 are for the regulated gene, or a 160D=2*80D gene expression vector in which the first 80 data points for the TF while the second 80 are for the regulated gene.

### III. THE NEAREST NEIGHBOUR ALGORITHM

The Nearest Neighbour (NN) Algorithm (Cover & Hart, 1967; Friedman et al., 1975) tries to classify the new patterns into their class membership by comparing the features of the unknown new patterns with the features of the patterns which have already been classified. It is particularly useful in the situations when the distributions of the patterns and the categories of the patterns are unknown. The approach will weight heavily the evidence derived from the nearby patterns. It is attractive because it is simple to implement and has a low probability of error.

Suppose there are \( N \) pairs \( (P_1, P_2, \ldots, P_N) \) which have been classified into

\[
P = \begin{bmatrix}
b_1 \\
b_2 \\
\vdots \\
b_j \\
\vdots \\
b_{7785}
\end{bmatrix},
\]

(3)
categories 1, 2, …, μ. Now, for a query pair \( \mathbf{P} \), how can we predict which category it belongs to? According to the nearest neighbour principle, the prediction can be formulated as follows. First, let us define a **generalized distance** between \( \mathbf{P} \) and \( \mathbf{P}_k \) \((k = 1, 2, \ldots, N)\) given by

\[
D(\mathbf{P}, \mathbf{P}_k) = 1 - \frac{\mathbf{P} \cdot \mathbf{P}_k}{\|\mathbf{P}\| \|\mathbf{P}_k\|}, \quad (k = 1, 2, \ldots, N)
\]

where \( \mathbf{P}, \mathbf{P}_k \) is the dot product of vectors \( \mathbf{P} \) and \( \mathbf{P}_k \), and \( \|\mathbf{P}\| \) and \( \|\mathbf{P}_k\| \) their modulus, respectively. Obviously, when \( \mathbf{P} \equiv \mathbf{P}_k \), we have \( D(\mathbf{P}, \mathbf{P}_k) = 0 \) Generally speaking, \( D(\mathbf{P}, \mathbf{P}_k) \) is within the range of 0 and 1; i.e., \( 0 \leq D(\mathbf{P}, \mathbf{P}_k) \leq 1 \).

Accordingly, the NN algorithm can be expressed as follows. If the generalized distance between \( \mathbf{P} \) and \( \mathbf{P}_k \) \((k = 1, 2, \ldots, N)\) is the smallest; i.e.

\[
D(\mathbf{P}, \mathbf{P}_k) = \operatorname{Min}\{D(\mathbf{P}, \mathbf{P}_1), D(\mathbf{P}, \mathbf{P}_2), \ldots, D(\mathbf{P}, \mathbf{P}_N)\},
\]

then the query pair \( \mathbf{P} \) is predicted belonging to the same category as of \( \mathbf{P}_k \). If there is a tie, the query pair is not uniquely determined, but cases like that rarely occur.

The following self-consistency principle should be followed in practically using the hybridization approach. If a query pair was defined in the 3860D GO_compress space (see eq.1), then the prediction should be carried out based on those pairs in the training set that could be defined in the same 3860D space. If all of the components for the query pair in the 3860D Go_compress space were zero and hence it was defined by shifting to the 160D gene expression space (see eq.3), then the prediction should be conducted on the basis that all the rule parameters were derived from the same 160D space. Accordingly, the current NN predictor actually consists of two sub predictors: \( \textbf{a} \) the NN-3860D predictor that operates in the 3860D GO_compress space, \( \textbf{b} \) the NN-160D predictor that operates in the 160D gene expression space.
IV. POSITIVES AND NEGATIVES

Positive examples were obtained from the reference (Qian, et al., 2003)

Negative examples were produced as the same method described in the reference (Qian, et al., 2003), in total, we constructed 3456 negative examples, which is about 20 times the number of positive examples.

V. RESULTS AND DISCUSSION

The computation was carried out in a Silicon Graphics IRIS Indigo workstation (Elan 4000). According to the search procedures as described in section II, we obtained the following results. For the 3631 pairs for both TF-target (positives) and Non-TF-target (negatives), 3543 got hits in the GO database and hence were defined in the 3860D GO_compress space, the left 88 pairs were defined in the 160D gene expression space. See Table 1 for the detail.

This means that, if only the GO database was used, 88 TF-target pairs would have no definition. That is why it is so important to hybridize with the gene expression data. Thus, the hybrid algorithm was operated according to the flowchart: if a query pair was defined in the GO_compress database, then the NN-3860D predictor was used to predict; if the query pair could not be defined in the GO_compress database but defined in the gene expression space, then the NN-160D predictor was used to predict.

The prediction quality was examined by the jackknife test. Compared with the independent dataset test and sub-sampling test often adopted in biology, the jackknife test is thought the most objective and effective method for cross-validation in statistics (Mardia et al., 1979). This is because in the independent dataset test, the selection of a testing dataset is quite arbitrary, and the accuracy thus obtained lacks an objective criterion unless the testing dataset is sufficiently large (Chou & Zhang, 1995; Zhou &
As for the sub-sampling test in which a given dataset is divided into several subsets, the problem is that the number of possible divisions might be too large to be handled. Hence in any practical sub-sampling tests as conducted by (Emanuellson et al., 2000), only a very small fraction of the possible divisions were investigated, and the results thus obtained could hardly avoid arbitrariness and might be overestimated. Accordingly, the jackknife test as adopted here is much more objective and rigorous.

The overall success rates thus obtained are given in Table 2. For facilitating comparison, the rates obtained just by the gene expression vector are also listed in the same table. From Table 2 we can see the following. (1) The rates just based on the gene expression is so poor which indicate that the relationship of TF-Target in expression is in a too complex form to be captured. As a case study, pearson correlation of expression profiles (Spellman PT et al, 1998) for Fhl1, Rap1, Yap5 and RPS21B was calculated, where Fhl1, Rap1, Yap5 are the regulator of RPS21B (Lee et al, 2002). Figure 1 shows that no significant linear correlations were found among these TF-Targets., which indicate that too simple a mathematical model do not have the ability to capture TF-Target relationship in gene expression level In further we will do our effort to develop a new method which is better than NN when capturing these complex relationship. (2) The overall success rates obtained by the current approach, which has combined the gene product and gene expression information, are very high, indicating that the target of a transcription factor is closely related to its gene product and gene expression information. (3) The rates based on the hybrid information are much higher than those just based on the gene expression information, which means that GO information is helpful in deciphering TF-Target relationships.

V. CONCLUSION

From both the rationality of testing procedure and the success rates of test results, hybridization of the gene ontology approach and the gene expression approach can significantly improve the prediction quality of TF-target. This is fully consistent with the scientific logic because the current hybrid approach has combined the gene product and
expression information. The gene product is closely correlated with the biological process, molecular function, and cellular component; while the gene expression data is closely correlated with the gene regulation. The introduction of the nearest neighboring algorithm, i.e. NN predictor, can make allowance for bringing out the best in one another and making one shining more brilliantly in the others’ company. It has not escaped our notice that the hybridization approach can also be used to improve the prediction quality for other gene network attributes, such as protein-protein network and the metabolic network.
Table 1. Breakdown of the TF-target pairs defined in the hybridization space of gene ontology, and gene expression

<table>
<thead>
<tr>
<th>Dataset</th>
<th>3860D GO_compress space</th>
<th>160D gene expression space</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>TF-target</td>
<td>166</td>
<td>9</td>
<td>175</td>
</tr>
<tr>
<td>Non TF-target</td>
<td>3377</td>
<td>79</td>
<td>3456</td>
</tr>
</tbody>
</table>
Table 2. Comparison of the predictor performances

<table>
<thead>
<tr>
<th></th>
<th>3860D GO space</th>
<th>160D gene expression space</th>
<th>hybrid space</th>
<th>Just in 160D gene expression space</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>3447/3543=97.3%</td>
<td>79/88=89.8%</td>
<td>3526/3631=97.1%</td>
<td>3415/3631=94.1%</td>
</tr>
<tr>
<td>TF-target</td>
<td>99/166=59.6%</td>
<td>3/9=33.3%</td>
<td>102/175=58.3%</td>
<td>48/175=27.4%</td>
</tr>
<tr>
<td>Non-TF-target</td>
<td>3348/3377=99.1%</td>
<td>76/79=96.2%</td>
<td>3424/3456=99.1%</td>
<td>3367/3456=97.4%</td>
</tr>
</tbody>
</table>

Figures

Figure-1. Pearson correlations between TF-Targets

Up, Transcription regulatory relationship adopted from (Lee et al, 2002).

Down, Pearson correlations of these genes adopted from SGD (http://db.yeastgenome.org/). No significant linear correlation was found between TF-Targets.
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