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Abstract

In this paper, we investigate periodic solutions of linear and nonlinear discrete Volterra equations of convolution or non-convolution type with unbounded memory.

For linear discrete Volterra equations of convolution type, we establish Fredholm’s alternative theorem and for equations of non-convolution type, we prove that a unique periodic solution exists for a particular bounded initial function under appropriate conditions. Further, this unique periodic solution attracts all other solutions with bounded initial function. All solutions of linear discrete Volterra equations with bounded initial functions are asymptotically periodic under certain conditions. A condition for periodic solutions in the nonlinear case is established.
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1. Introduction

In the widest use of the term, “Volterra equations” are equations that are causal or non-anticipative. Discrete Volterra equations (DVEs) can be considered as the discrete analogue of classical Volterra integral equations such as

\[ x(t) = f(t) + \int_{-\infty}^{t} B(t,s)x(s) \, ds \]  (1.1a)

and

\[ x(t) = f(t) + \int_{0}^{t} B(t,s)x(s) \, ds \]  (1.1b)
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or corresponding integro-differential equations [12], and they arise, in particular, when one applies certain numerical methods [1,3] to Volterra integral (or integro-differential) equations. (They also arise directly, from modelling of discrete systems.)

The discrete analogues of (1.1a) could quite properly be described as Volterra summation equations.

In a preceding work [2], we established several fixed-point theorems for discrete Volterra operators and related existence results of solutions of discrete Volterra equations. This paper is devoted to the study of periodic or asymptotically periodic (see below) solutions of linear and nonlinear discrete Volterra “summation” equations with unbounded memory, which may be of convolution or non-convolution type.

We first consider the linear system
\[ x(n) = \sum_{j=\infty}^{n} B(n,j)x(j), \quad n \geq 0, \]
(1.2a)

and the corresponding inhomogeneous form
\[ x(n) = f(n) + \sum_{j=\infty}^{n} B(n,j)x(j), \quad n \geq 0. \]
(1.2b)

In addition, we consider (in Section 4) equations of the form
\[ x(n) = f(n) + \sum_{j=0}^{n} B(n,j)x(j), \quad n \geq 0. \]
(1.2c)

We also discuss the corresponding convolution equations, e.g.,
\[ x(n) = \sum_{j=\infty}^{n} K(n-j)x(j), \quad n \geq 0, \]
(1.2d)
or
\[ x(n) = f(n) + \sum_{j=\infty}^{n} K(n-j)x(j), \quad n \geq 0, \]
(1.2e)

where we shall assume a summability condition \( \sum_{n=0}^{\infty} |K(n)| < \infty \).

The above equations will be considered in \( d \)-dimensional Euclidean space \( \mathbb{R}^d \), where we take \( \mathbb{R} \) to be consistently either \( \mathbb{R} \) or \( \mathbb{C} \). We assume that \( f(n) \in \mathbb{R}^d \) for \( n = 0, 1, 2, \ldots \) that the matrices \( B(n,j) \in \mathbb{R}^{d \times d} \) for \( n, j \in \{0, 1, 2, \ldots \} \), satisfy \( B(n,j) = 0 \) for \( j > n \), or that \( K(n) \in \mathbb{R}^{d \times d} \) for \( n \in \{0, 1, 2, \ldots \} \), and we seek a solution \( \{x(n)\}_{n \geq 0} \) in the appropriate space, with \( x(n) \in \mathbb{R}^d \) for \( n = 0, 1, 2, \ldots \). A solution \( \{x(n)\}_{n \geq 0} \) of Eq. (1.2a) or of (1.2b) is said to be a periodic solution if there exists \( N \in \mathbb{Z}_+ \) such that \( x(n+N) = x(n) \) for \( n \geq 0 \). (When \( \{x(n) = x(n,\phi)\}_{n \geq 0} \) is a periodic solution, it does not follow that \( x(n+N) = x(n) \) for \( n < 0 \).)

In [10], Elaydi et al. gave an overview of results, that have been obtained in the last two decades, on the existence of periodic solutions of difference equations. That survey covers both ordinary difference
eq 1 \text{Eq. (1.2b) can be converted to an explicit problem, in simple cases; (1.2b) includes corresponding explicit problems as a special case. Generally, we cannot in practice convert implicit nonlinear discrete Volterra equations (see, e.g., Section 5) to an explicit form.}
equations, such as \( x(n + 1) = A(n)x(n) \), and Volterra difference equations. Although several papers \([6,8–10]\) relate to periodic solutions of systems of explicit difference equations, little work has been done on questions of the periodic solution of implicit Volterra summation equations, to the best of our knowledge.

The structure of this paper is as follows. In Section 2, we give a representation theorem for periodic sequences. In Section 3, we deal with periodic solutions of linear convolution discrete Volterra equations and give Fredholm’s alternative for this system. In Section 4, we establish, for non-convolution discrete Volterra equations, the existence of a unique periodic solution of (1.2b). This result is obtained under more general conditions than those given in [6] for Volterra difference equations, and we prove the attractivity of the periodic solution. In fact, we prove that all solutions of (1.2b) with bounded initial functions are asymptotically periodic.

In Section 5, we discuss nonlinear discrete Volterra equations, which include nonlinear “ordinary” implicit difference equations as a special case, and prove the existence of a unique periodic solution under certain conditions. We investigate periodic solutions of linear and nonlinear discrete Volterra equations of convolution or non-convolution type with unbounded memory.

2. Preliminaries

We formalize our notation. Denote by \( \mathbb{Z} \), \( \mathbb{Z}_+ \), \( \mathbb{Z}_- \), respectively, the set of integers, the set of nonnegative integers, and the set of non-positive integers. In the following, we use \( |\cdot| \) to denote a norm of a vector in \( \mathbb{R}^d \) and also the corresponding subordinate norm of a matrix acting on the corresponding Banach space of vectors.

**Definition 2.1.** We denote by \( S(\mathbb{R}^d) = \{ \xi : \xi = [\xi_n]_{n \in \mathbb{Z}}, \xi_n \in \mathbb{R}^d \} \) the linear space of sequences in \( \mathbb{R}^d \). A sequence \( \{\xi(n)\}_{n \in \mathbb{Z}} \in S(\mathbb{R}^d) \) is periodic of period \( N \in \mathbb{Z}_+ \) if \( \xi(n + N) = \xi(n) \) for \( n \geq 0 \), and for \( N \geq 0 \) we denote by \( P_N(\mathbb{R}^d) \) the space of \( N \)-periodic sequences in \( S(\mathbb{R}^d) \):

\[
P_N(\mathbb{R}^d) := \{ \xi : \xi = [\xi_n]_{n \in \mathbb{Z}}, \xi_{n+N} = \xi_n, n \geq 0 \}, \tag{2.1a}
\]

with norm \( \|\xi\| = \sup_{n \geq 0 \land n < N} |\xi_n| \). With this norm, \( P_N(\mathbb{R}^d) \) is a finite-dimensional Banach space whose elements are \( N \)-periodic sequences; further, \( P_N(\mathbb{R}^d) \) is a subspace of the Banach space \( \ell^\infty(\mathbb{R}^d) \) of bounded sequences,

\[
\ell^\infty(\mathbb{R}^d) := \{ \xi \in S(\mathbb{R}^d), \|\xi\|_\infty = \sup_{n \geq 0} |\xi_n| < \infty \}. \tag{2.1b}
\]

To discuss the solution of equations such as (1.2a), we need to introduce the concept of an initial function.

**Definition 2.2.** We define an initial function \( \phi(n) \) for (1.2a) or (1.2b) as a function from \( \mathbb{Z}_- \) to \( \mathbb{R}^d \), such that \( x(n, \phi) = \phi(n) \) for \( n \in \mathbb{Z}_- \). A solution \( x = [x(n) = x(n, \phi)]_{n \geq 0} \) of (1.2a) or (1.2b) is a sequence of elements \( x(n) \in \mathbb{R}^d \) that satisfies (1.2a) or (1.2b) for \( n \geq 0 \) and

\[
x(r, \phi) = \phi(r) \in \mathbb{R}^d \text{ for } r \in \mathbb{Z}_-. \tag{2.2}
\]
Definition 2.3. We say that a homogeneous system (1.2a) or (1.2d) is noncritical with respect to \( S(\mathbb{R}^d) \) if the only solution is the trivial solution \( x(n) = 0 \) for \( n \geq 0 \). It admits no nontrivial solution \( x(n) \) in \( S(\mathbb{R}^d) \). Otherwise, (1.2a) is said to be critical with respect to \( S(\mathbb{R}^d) \).

We take either \( E = \mathbb{C} \) or \( E = \mathbb{R} \). When \( \phi(n) \in \mathbb{R}^d \) for \( n \in \mathbb{Z}^+ \), \( B(n, j) \in \mathbb{R}^d \), and \( f(n) \in \mathbb{R}^d \) (for \( n, j \in \mathbb{Z}_+ \) and \( j \leq n \)), then any solution of (1.2a)–(1.2e) is also in \( \mathbb{R}^d \). In consequence, results for \( E = \mathbb{C} \) can be deduced from results for \( E = \mathbb{R} \), and it will be sufficient to discuss the case \( E = \mathbb{C} \) and obtain the corresponding result for \( E = \mathbb{R} \) as an immediate corollary.

If we introduce the inner product for \( \mathbb{R}^d \) the identity matrix of order \( d \).

By (2.4): Then any sequence \( \Omega_j \in \{ \omega_j \}_{j=0}^N \in \mathcal{P}_N(\mathbb{C}^d) \), defined (where \( \xi^* = \bar{\xi} \) denotes the conjugate transpose of \( \xi \)) by

\[
\langle \xi, \eta \rangle := \sum_{n=0}^{N-1} \xi_n^* \eta_n, \quad \text{where } \xi_n, \eta_n \in \mathbb{C}^d,
\]

then we can construct an orthogonal basis for \( \mathcal{P}_N(\mathbb{C}^d) \), based upon the roots of unity and the columns of the identity matrix of order \( d \). For simplicity, let us discuss the case \( d = 1 \). Let \( \omega_j = \exp(2\pi ij/N) \) be the \( N \)-th roots of unity, where \( i^2 = -1 \), and let \( \Omega_j = \{ (\omega_j)^s \}_{s=0}^N \in \mathcal{P}_N(\mathbb{C}^d) \). It is clear that each \( \Omega_j \) is an \( N \)-periodic sequence and

\[
\langle \Omega_j, \Omega_j \rangle = \sum_{s=0}^{N-1} \left[ \frac{2\pi i(j-s)}{N} \right]^*[\bar{\delta}_s] = N \delta_{js},
\]

where \( \delta_s = 0 \) if \( j \neq s \) and \( \delta_s = 1 \) if \( j = s \). Thus, the sequences \( \Omega_j, j = 0, 1, \ldots , N-1 \), form an orthogonal basis for \( \mathcal{P}_N(\mathbb{C}) \). Then any sequence \( \{ u(n) \}_{n=0}^N \in \mathcal{P}_N(\mathbb{C}) \) can be written in the form

\[
\sum_{n=0}^{N-1} c_n \omega_n^s \text{ for } n \geq 0, \quad \text{where } c_s \in \mathbb{C}, \ s = 0, \ldots , N-1. \]

Since we can obviously extend the argument to the space \( \mathcal{P}_N(\mathbb{C}^d) \) we have the following result.

Lemma 2.4. Any \( \{ u(n) \}_{n=0}^N \in \mathcal{P}_N(\mathbb{R}^d) \) can be represented

\[
u(n) = \sum_{n=0}^{N-1} c_n \omega_n^s, \quad n \geq 0,
\]

where

\[
c_s = \exp \left( \frac{2\pi i s}{N} \right), \quad s = 0, \ldots , N-1.
\]

The vectors \( c_s \in \mathbb{C}^d, s = 0, \ldots , N-1 \), are uniquely determined by \( u(0), u(1), \ldots, u(N-1) \).

An explicit expression for \( c_s \in \mathbb{C}^d, s = 0, \ldots , N-1 \) can be given. For the space \( \mathcal{P}_N(\mathbb{R}^d) \) of real sequences, it is clear that \( \mathcal{P}_N(\mathbb{R}^d) \) can be embedded in \( \mathcal{P}_N(\mathbb{C}^d) \), and we have the following result. Any \( \{ u(n) \}_{n=0}^N \in \mathcal{P}_N(\mathbb{R}^d) \) can be represented for some \( c_s \in \mathbb{C}^d \) by (2.4):

\[
\nu(n) = \sum_{n=0}^{N-1} c_n \omega_n^s = \mathcal{R}(u(n)) = \Re \left( \sum_{n=0}^{N-1} c_n \omega_n^s \right), \quad n \geq 0.
\]

We shall employ (2.5) for convenience, but we can deduce the following result from (2.4).
Lemma 2.5. Any \( \{x(n)\}_{n \geq 0} \in \mathcal{P}_d(\mathbb{R}^d) \) can be represented, with corresponding \( a_j, b_j \in \mathbb{R}^d \), as
\[
x(n) = a_0 + (-1)^n a_n + \sum_{j=1}^{n-1} (a_j \cos \left( \frac{n j \pi}{m} \right) + b_j \sin \left( \frac{n j \pi}{m} \right)), \quad \text{if } N = 2m, \tag{2.6a}
\]
or as
\[
x(n) = a_0 + \sum_{j=1}^{\infty} (a_j \cos \left( \frac{2 \pi n j}{2m+1} \right) + b_j \sin \left( \frac{2 \pi n j}{2m+1} \right)), \quad \text{if } N = 2m + 1. \tag{2.6b}
\]

Formulas (2.6a) and (2.6b) are from Carvalho’s Lemma \[4\]. It is possible to use formulas (2.6) to treat the case where \( E = \mathbb{R} \). However, it is more convenient to embed the real case \( E = \mathbb{R} \) in the case \( E = \mathbb{C} \), and employ (2.5); we mention (2.6) only for completeness.

3. Linear equations of convolution type

In this section, we consider the system
\[
x(n) = \sum_{j=-\infty}^{\infty} K(n-j)x(j), \quad n \geq 0, \tag{3.1}
\]
of discrete Volterra equations of convolution type, and its inhomogeneous analogue
\[
x(n) = f(n) + \sum_{j=-\infty}^{\infty} K(n-j)x(j), \quad n \geq 0, \tag{3.2}
\]
where \( \{f(n)\}_{n \geq 0} \in \mathcal{S}(\mathbb{R}^d) \). Here, \( \{K(n)\}_{n \geq 0} \in \mathcal{S}(\mathbb{R}^{d \times d}) \) is a sequence of \( d \times d \) matrices with entries in \( \mathbb{R} \).

Assumption H1.
\[
\sum_{j=0}^{\infty} |K(j)| < \infty.
\]

From (3.1) and (3.2), we can obtain the equivalent forms
\[
x(n) = \sum_{j=0}^{\infty} K(j)x(n-j) \quad \text{and} \quad x(n) = f(n) + \sum_{j=0}^{\infty} K(j)x(n-j). \tag{3.3}
\]

Definition 3.1. The \( Z \)-transform \( \mathcal{Z}[u](z) \) of a sequence \( \{u(n)\}_{n \geq 0} \in \mathcal{S}(\mathbb{R}^d) \) is
\[
\mathcal{Z}[u](z) = \sum_{n=0}^{\infty} u(n)z^{-n}. \tag{3.4a}
\]
Similarly, the Z-transform $Z\{M(n)\} = \sum_{n=0}^{\infty} M(n)z^{-n}$, $n \geq 0 \in S(\mathbb{E}^{d} \times \mathbb{E}^{d})$ is

$$Z\{M(n)\} = \sum_{n=0}^{\infty} M(n)z^{-n}. \quad (3.4b)$$

**Remark 3.2.** Associated with (3.4a) and (3.4b) are the series

$$A(x)(\xi) = \sum_{n=0}^{\infty} x(n)\xi^n, \quad A(M)(\xi) = \sum_{n=0}^{\infty} M(n)\xi^n, \quad \xi \in \mathbb{C}.$$ 

If $R$ is the largest real number such that $A(x)(\xi)$ converges for $|\xi| \leq R$, then the series $\sum_{n=0}^{\infty} x(n)\xi^{-n}$ converges for $|\xi| \geq R$. It is clear that if $\{x(n)\}_{n=0}^{\infty} \in \ell^1(\mathbb{E}^d)$, then (3.4a) converges at least for $|\xi| \geq 1$.

**Remark 3.3.** If $\{K(n)\}_{n=0}^{\infty} \in \ell^1$, then $\sum_{j=0}^{\infty} K(j)c_{s}\xi^{-j}$ converges for each $\xi_{s} (0 \leq s \leq N - 1)$, which implies that for sequences $\{K(n)\}_{n=0}^{\infty} \in \ell^1$ and $\{\xi_{s}\}_{s=0}^{N-1}$ we can define a matrix $\sum_{j=0}^{\infty} K(j)c_{s}\xi^{-j}$ by the Z-transform. Naturally, for a vector sequence $\{c_{s}\}_{s=0}^{N-1}$, we define a vector in $\mathbb{C}^d$ by

$$\sum_{j=0}^{\infty} K(j)c_{s}\xi^{-j} =: \left(\sum_{j=0}^{\infty} K(j)c_{s}\xi^{-j}\right) c_{s}.$$ 

Thus, the left-hand side of (3.5) makes sense for any vectors $c_{s} \in \mathbb{C}^d$ for $0 \leq s \leq N - 1$. We always assume the above definition in this section if needed.

Having presented our notation, we can now state the main purpose of this section. It is to establish the relationship between the periodic solutions of (3.1) or (3.2) and the roots of the corresponding equation

$$\det(I - Z\{K(n)\}(z)) = 0.$$ 

In fact, we show that any $N$-periodic solutions of (3.1) and (3.2) can be written down in the form of a Z-transform. The relation between periodic solutions of (3.2) and the associated equations

$$x(n) = f(n) + \sum_{j=0}^{r} K(n - j)x(j), \quad n \geq 0,$$

will be discussed in Section 4.

The main result of this section now follows. In the form stated, the results are apparently new but the method of proof is adapted from results already in the literature.
Theorem 3.4. Suppose $K(n) \in \mathbb{C}^{d \times d}$ for $n \in \mathbb{Z}_+$. Under Assumption H1, (3.1) has a nontrivial periodic solution in $\mathcal{P}_N(\mathbb{Z}^d)$ if and only if $\det(I - Z[K](z)) = 0$ has a root $z = e^{i\theta}$ on the unit complex circle for which $\theta/2\pi$ is rational. Specifically, if $\theta = 2\pi m/N$, then (3.1) has a $N$-periodic solution.

Proof.  

(i) Assuming that (3.1) has a nontrivial $N$-periodic solution $\{x(n)\}_{n \geq 0} \in \mathcal{P}_N(\mathbb{Z}^d)$, by (2.4) we can write it in the form

$$x(n) = \sum_{s=0}^{N-1} c_s e^{\omega q_s n}, \quad n \geq 0,$$

where $c_s \in \mathbb{C}^d$ and $\omega_s = \exp(2\pi i s/N)$, $s = 0, \ldots, N-1$. Thus, there exists at least one integer $q$ $(0 \leq q \leq N - 1)$ such that $c_q \neq 0$. Substituting (3.6) into (3.3), yields

$$\sum_{s=0}^{N-1} c_s e^{\omega q_s n} = \sum_{j=0}^{\infty} K(j) \sum_{r=0}^{N-1} c_r e^{\omega r j} = \sum_{j=0}^{\infty} \left( \sum_{r=0}^{N-1} K(j)e^{\omega r j} \right) c_r.$$

Comparing both sides, we obtain (see Lemma 2.4) $c_s = \left( \sum_{j=0}^{\infty} K(j)e^{\omega j s} \right)c_s$; equivalently

$$\left[ I - Z[K](\omega_q) \right] c_q = 0, \quad 0 \leq s \leq N - 1,$$

where $Z[K](z)$ is the $Z$-transform of $\{K(n)\}_{n \geq 0}$, and $I$ is the $d \times d$ identity matrix. Notice that $c_q \neq 0$. It follows from $\det(I - Z[K](\omega_q))c_q = 0$ that the equation $\det(I - Z[K](\omega_q)) = 0$ has a root $z = \omega_q = e^{i\theta q/N}$.

(ii) Conversely, if $\det(I - Z[K](\omega_q)) = 0$ has a root $z = \omega_q = e^{i\theta q/N}$ with $\theta = 2\pi m/N$, and $m$ is an integer $(0 \leq m \leq N - 1)$, then there exists a vector $c_q \in \mathbb{C}^d$, $c_q \neq 0$, such that

$$\left[ I - Z[K](\omega_q) \right] c_q = 0.$$

It is clear that the sequence $\{c_q e^{\omega q_s n}\}_{n \geq 0}$ is $N$-periodic. Let $x(n) = c_q e^{\omega q_s n}$ $(n \geq 0)$. From (3.8), we have $c_q = Z[K](\omega_q)c_q = \sum_{j=0}^{\infty} K(j)e^{\omega j q}$ and

$$x(n) = c_q e^{\omega q_s n} = Z[K](\omega_q)c_q e^{\omega q_s n} = \sum_{j=0}^{\infty} K(j)e^{\omega j n} x(n-j).$$

which shows that $x(n) = c_q e^{\omega q_s n}$ $(n \geq 0)$ is a solution of (3.1).

Remark 3.5. Let $S_N$ denote the set

$$S_N = \{ s : \det(I - Z[K](\omega_q)) = 0 \}.$$

If (3.1) is critical, then the set $S_N$ is not empty. By Theorem 3.4, $\{c_q e^{\omega q_s n}\}_{n \geq 0}$ is a non-trivial $N$-periodic solution of (3.1) for each $s \in S_N$, where $c_q \neq 0$ satisfies $(I - Z[K](\omega_q))c_q = 0$. Since any combination of such solutions $\{c_q e^{\omega q_s n}\}_{n \geq 0}$ $(s \in S_N)$ is also an $N$-periodic solution of (3.1), we conclude that any non-trivial $N$-periodic solution $\{x(n)\}_{n \geq 0}$ of (3.1) can be represented by

$$x(n) = \sum_{s \in S_N} r_s c_q e^{\omega q_s n}, \quad r_s \in \mathbb{C}.$$
The periodic solution of (3.2) is closely related to that of (3.1):

**Theorem 3.6.** Let Assumption H1 hold and let \((f(n))_{n \geq 0} \in \mathcal{P}_N(\mathbb{Z})\) with \(f(n) = \sum_{j=0}^{N-1} f_j \omega_n^j\) for \(n \geq 0\). If (3.1) is noncritical with respect to \(\mathcal{P}_N(\mathbb{Z})\), then (3.2) has a unique \(N\)-periodic solution \((x(n))_{n \geq 0}\) given by formula

\[
x(n) = \sum_{j=0}^{N-1} ((I - Z(K)(\omega_n))^{-1} f_j) \omega_n^j, \quad n \geq 0.
\]  

(3.10)

**Proof.** By Theorem 3.4, if (3.1) has no nontrivial \(N\)-periodic solution, then \(I - Z(K)(\omega_n)\) is nonsingular for \(s = 0, 1, \ldots, N - 1\). For given \(f(n) = \sum_{j=0}^{N-1} f_j \omega_n^j\), let \(x_s(n) = (\sum_{j=0}^{N-1} f_j \omega_n^j)^{-1} x_j(n)\) for \(s = 0, 1, \ldots, N - 1\) and \(x(n) = \sum_{s=0}^{N-1} x_s(n)\). Obviously, \((x_s(n))_{n \geq 0}\) and \((x(n))_{n \geq 0}\) are \(N\)-periodic sequences. We show that \((x(n))_{n \geq 0}\) is a solution of (3.2). Indeed, we have

\[
-x(n) = \sum_{j=0}^{N-1} K(j)(x(n - j)) = -\sum_{j=0}^{N-1} K(j)(\sum_{s=0}^{N-1} f_j \omega_n^j)^{-1} x_j(n - j)
\]

\[
= -\sum_{j=0}^{N-1} K(j)(\sum_{s=0}^{N-1} f_j \omega_n^j)^{-1} f_j \omega_n^j
\]

\[
= -Z(K)(\omega_n)(\sum_{s=0}^{N-1} f_j \omega_n^j)^{-1} f_j \omega_n^j
\]

\[
= (I - Z(K)(\omega_n))(\sum_{s=0}^{N-1} f_j \omega_n^j)^{-1} f_j \omega_n^j - (I - Z(K)(\omega_n))^{-1} f_j \omega_n^j
\]

\[
= f_j \omega_n^j - x(n)
\]

and

\[
x(n) = \sum_{s=0}^{N-1} x_s(n) = \sum_{j=0}^{N-1} f_j \omega_n^j + \sum_{j=0}^{N-1} K(j) \sum_{s=0}^{N-1} x_s(n - j) = f(n) + \sum_{j=0}^{N-1} K(j) x(n - j).
\]

Thus, \((x(n))_{n \geq 0}\) is a solution of (3.2). It remains to prove that \((x(n))_{n \geq 0}\) is a unique solution of (3.2). Suppose that (3.2) has another \(N\)-periodic solution \((y(n))_{n \geq 0}\). We can write it in the form \(y(n) = \sum_{k=0}^{N-1} c_k \omega_n^k\) (\(n \geq 0\)). Now substitution of \(y(n) = \sum_{k=0}^{N-1} c_k \omega_n^k\) and \(f(n) = \sum_{j=0}^{N-1} f_j \omega_n^j\) into (3.2) yields \([I - Z(K)(\omega_n)] c_k = f_j\) (\(0 \leq s \leq N - 1\)). Consequently, \(c_s = (I - Z(K)(\omega_n))^{-1} f_s\). Hence, \((x(n))_{n \geq 0}\) is a unique \(N\)-periodic solution of (3.2). If (3.1) is critical, we have a result for (3.2) in the spirit of the Fredholm Alternative (see, e.g., [5], pp. 609-610): □

**Theorem 3.7.** Suppose \(K(n) \in \mathbb{R}^{N \times d}\) (\(n = 0, 1, \ldots\)) and (3.1) is critical. Let Assumption H1 hold and suppose \((f(n))_{n \geq 0} \in \mathcal{P}_N(\mathbb{Z})\) with \(f(n) = \sum_{j=0}^{N-1} f_j \omega_n^j\) for \(n \geq 0\) (\(f_j \in \mathbb{C}^d\)). Then (3.2) has a nontrivial \(N\)-periodic solution in \(\mathcal{P}_N(\mathbb{Z})\) if and only if

\[
\sum_{j=0}^{N-1} c^*(j) f_j = 0.
\]

(3.11)
whenever \( z(n) \in \mathcal{P}_N(\mathbb{Z}^l) \) is a nontrivial \( N \)-periodic solution of

\[
z(n) = \sum_{j=0}^{N} K^*(j)z(n-j), \quad n \geq 0.
\]

(3.12)

For \( f = \{f(n)\}_{n \geq 0} \) has \( N \)-periodic solutions in \( \mathcal{P}_N(\mathbb{Z}^l) \) given by

\[
x(n) = \sum_{x \in S_N} c_x \omega^n_x + \sum_{s \in S_N} (I - Z(K)(o_s))^{-1} f_s \omega^n_s, \quad n \geq 0,
\]

(3.13)

where \( c_x (s \in S_N) \) satisfies \( [I - Z(K)(o_s)]c_x = f_s, s \in S_N \). The second term,

\[
\sum_{s \in S_N} (I - Z(K)(o_s))^{-1} f_s \omega^n_s, \quad n \geq 0,
\]

of the solution (3.13) is orthogonal to the nontrivial solutions of (3.1) lying in \( \mathcal{P}_N(\mathbb{Z}^l) \).

Proof.

(i) Suppose that (3.2) has an \( N \)-periodic solution \( \{x(n)\}_{n \geq 0} \). It follows from (2.4) that \( x(n) \) can be written as

\[
x(n) = \sum_{x \in S_N} c_x \omega^n_x, c_x \in \mathcal{C}^l (n \geq 0).
\]

Substituting \( x(n) \) and \( f(n) = \sum_{j=1}^{N} f_j \omega^n_j \) into (3.2), yields both

\[
[I - Z(K)(o_s)]c_x = f_s, \quad x \in S_N
\]

(3.14a)

and

\[
[I - Z(K)(o_s)]c_x = f_s, \quad x \notin S_N.
\]

(3.14b)

Thus, from (3.14b), \( c_x = (I - Z(K)(o_s))^{-1} f_s (s \notin S_N) \). Notice that (3.14a) has a solution \( c_x \) for fixed \( x \in S_N \) if and only if for all solutions \( d_i \) of

\[
[I - Z(K)](o_s)d_i = 0, \quad x \in S_N,
\]

(3.15)

\( f_s \) and \( d_i \) are orthogonal \( (d_i^* f_s = 0) \). It is readily shown that \( z(n) = \sum_{x \in S_N} d_i \omega^n_x \) is a solution of the adjoint Eq. (3.12) if \( d_i \) satisfies (3.15). In addition, by Remark 3.5 any \( N \)-periodic solution \( \{z(n)\}_{n \geq 0} \) of (3.12) is in the form \( z(n) = \sum_{x \in S_N} d_i \omega^n_x \) and \( d_i \in \mathcal{C}^l \) satisfies (3.15). Since \( \sum_{x \in S_N} \omega^n_x = 0 \) if \( i \neq j \) and \( \sum_{x \in S_N} d_i \omega^n_x = N \), we have

\[
\{\{z(n)\}, \{f(n)\}\} = \sum_{n=0}^{N-1} z^*(n)f(n) = \sum_{x \in S_N} \sum_{j=1}^{N-1} \sum_{n=0}^{N-1} d_i^* f_j \omega^n_x \omega^n_j
\]

\[
= \sum_{x \in S_N} \sum_{j=1}^{N-1} d_i^* f_j \sum_{n=0}^{N-1} \omega^n_x \omega^n_j = N \sum_{x \in S_N} d_i^* f_j = 0,
\]

or \( \{f(n)\}_{n \geq 0} \) is orthogonal to all solutions \( \{z(n)\}_{n \geq 0} \) of (3.12) in the inner product defined by (2.3). Similarly, any nontrivial \( N \)-periodic solution \( \{x_0(n)\}_{n \geq 0} \) of (3.1) is in the form \( x_0(n) = \sum_{x \in S_N} e_x \omega^n_x \), where \( e_x \) satisfies \( [I - Z(K)(o_s)]e_x = 0, x \in S_N \). If \( x_0(n) = \sum_{x \in S_N} [I - Z(K)(o_s)]^{-1} f_s \omega^n_x \)
(n ≥ 0), then \(<\{x_0(n)\}, \{x_1(n)\}>=0\), which implies that \(\{x_1(n)\}_{n≥0}\) is orthogonal to the nontrivial \(N\)-periodic solutions of (3.1).

(ii) Conversely, suppose that \(f(n) = \sum_{j=0}^{N} f_0^j \quad (n ≥ 0)\) satisfies (3.11). Note that any \(N\)-periodic solution \(\{z(n)\}_{n≥0}\) of (3.12) is in the form \(z(n) = \sum_{s \in \mathbb{S}_N} d_s \omega_s^n\) and \(d_s \in \mathbb{C}^d\) satisfies (3.15). It follows from \(<\{z(n)\}, \{f(n)\}>=0\) that \(d_s^0 f_s = 0\) for \(s \in \mathbb{S}_N\). Thus, (3.14a) has a solution \(c_s\) for each fixed \(s \in \mathbb{S}_N\). Let

\[
y(n) = \sum_{s \in \mathbb{S}_N} c_s \omega_s^n + \sum_{s \not\in \mathbb{S}_N} (\mathbb{I} - Z(K)(\omega_s))^{-1} f_s \omega_s^n, \quad n ≥ 0,
\]

where \(c_s\) \((s \in \mathbb{S}_N)\) satisfies (3.14a). Obviously, \(\{y(n)\}_{n≥0}\) is \(N\)-periodic sequence. It remains to show that \(\{y(n)\}_{n≥0}\) satisfies (3.2). Indeed, from (3.14a) we have

\[
-\sum_{j=0}^{\infty} K(j)y(n-j) = -\sum_{s \in \mathbb{S}_N} \sum_{j=0}^{\infty} K(j)c_s \omega_s^{n-j} - \sum_{s \not\in \mathbb{S}_N} \sum_{j=0}^{\infty} K(j)((\mathbb{I} - Z(K)(\omega_s))^{-1} f_s) \omega_s^{n-j}
\]

\[
= -\sum_{s \in \mathbb{S}_N} Z(K)(\omega_s)c_s \omega_s^n - \sum_{s \not\in \mathbb{S}_N} Z(K)(\omega_s)((\mathbb{I} - Z(K)(\omega_s))^{-1} f_s) \omega_s^n
\]

\[
= \sum_{s \in \mathbb{S}_N} (f_s - c_s) \omega_s^n + \sum_{s \not\in \mathbb{S}_N} ((\mathbb{I} - Z(K)(\omega_s))^{-1} f_s) \omega_s^n
\]

\[
= \sum_{s \in \mathbb{S}_N} (f_s - c_s) \omega_s^n + \sum_{s \not\in \mathbb{S}_N} (\mathbb{I} - Z(K)(\omega_s))^{-1} f_s \omega_s^n
\]

\[
= f(n) - y(n).
\]

Thus, (3.13) is a solution of (3.2), and the proof is completed. \(\square\)

4. Equations of non-convolution type

Consider the discrete Volterra equations of non-convolution type,

\[
x(n) = f(n) + \sum_{j=0}^{n} B(n, j)x(j), \quad n ≥ 0,
\]

(4.1)

where \(n\) and \(j\) are integers, \(x(n) \in \mathbb{E}^d\), \(B(n, j) \in \mathbb{E}^{d \times d}\), \(B(n, j) = 0\) for \(j > n\), and \(\{f(n)\}_{n≥0} \in \mathbb{E}^d\) is a given sequence. We shall show that the boundedness of the solution of (4.1) is closely related to the existence of periodic solutions of (1.2b), namely,

\[
z(n) = f(n) + \sum_{j=-\infty}^{n} B(n, j)z(j), \quad n ≥ 0,
\]

(4.2)

when

\[
B(n + N, m + N) = B(n, m) \text{ for all } n, m \in \mathbb{Z},
\]

(4.3a)
where \( N \) is some positive integer.

**Definition 4.1.** If \( f(n+N) = f(n) \) for all \( n \in \mathbb{Z} \), we say that the term \( f = \{f(n)\}_{n \in \mathbb{Z}} \) is \( N \)-periodic and if \( \{B(n, j)\}_{n, j \in \mathbb{Z}} \) (or \( B: \mathbb{Z} \times \mathbb{Z} \to \mathbb{R}^{d \times d} \)) satisfies (4.3a) we say it is \( N \)-periodic.

**Remark 4.2.** Although the \( N \)-periodic sequences \( \{f(n)\}_{n \in \mathbb{Z}} \) and \( \{B(n, j)\}_{n, j \in \mathbb{Z}} \) are defined on the set of integers by the above definition, we show in the following that any \( N \)-periodic sequence \( \{f(n)\}_{n \in \mathbb{Z}} \) or \( \{B(n, j)\}_{n, j \in \mathbb{Z}} \) is, in fact, uniquely determined by the restriction \( \{f(n)\}_{n \in \mathbb{Z}} \) or \( \{B(n, j)\}_{n, j \in \mathbb{Z}} \).

Suppose that \( A: \mathbb{Z} \times \mathbb{Z} \to \mathbb{R}^{d \times d} \) is \( N \)-periodic. Denote by \( A_{+}: \mathbb{Z}_{+} \times \mathbb{Z}_{+} \to \mathbb{R}^{d \times d} \) the restriction of the mapping \( A \) from \( \mathbb{Z} \times \mathbb{Z} \) to \( \mathbb{Z}_{+} \times \mathbb{Z}_{+} \). Then, \( A_{+} \) satisfies \( A_{+}(n + N, m + N) = A_{+}(n, m) \) for all \( n, m \in \mathbb{Z}_{+} \). In this case, we say that \( A_{+} \) is \( N \)-periodic on \( \mathbb{Z}_{+} \). We use the sequence \( \{A_{+}(n, m)\}_{n, m \in \mathbb{Z}_{+}} \) to define a matrix mapping \( D: \mathbb{Z} \times \mathbb{Z} \to \mathbb{R}^{d \times d} \) or \( \{D(n, m)\}_{n, m \in \mathbb{Z}_{+}} \), as follows:

\[
D(n, m) = \begin{cases}
A_{+}(n, m) & \text{for all } n \geq 0 \text{ and } m \geq 0, \\
A_{+}(n + lN, m + lN) & \text{if } n + lN \geq 0 \text{ and } m + lN \geq 0,
\end{cases}
\]

(4.4)

where \( l > 0 \) is any positive integer. It is clear that \( D(n, m) \) is well defined for any \( n, m \in \mathbb{Z} \), and \( \{D(n, m)\}_{n, m \in \mathbb{Z}_{+}} \) is also \( N \)-periodic. It is readily shown that

\[
A_{+}(n, m) = D(n, m) \quad \text{for any } n, m \in \mathbb{Z}.
\]

(4.5)

Since \( D \) is constructed only by extending \( \{A_{+}(n, m)\}_{n, m \in \mathbb{Z}_{+}} \), by the relation (4.4), we can conclude that any \( N \)-periodic matrix mapping \( A_{+}: \mathbb{Z}_{+} \times \mathbb{Z}_{+} \to \mathbb{R}^{d \times d} \) can be extended uniquely to be an \( N \)-periodic matrix mapping \( D: \mathbb{Z} \times \mathbb{Z} \to \mathbb{R}^{d \times d} \) by the relation (4.4). Corresponding arguments apply to \( f \).

**Definition 4.3.** The sequence \( D = \{D(n, m)\}_{n, m \in \mathbb{Z}_{+}} \) defined by (4.4) is called the periodic extension of \( \{A_{+}(n, m)\}_{n, m \in \mathbb{Z}_{+}} \) satisfying (4.3a).

There are some preliminary results that we need. We assume that \( B(n, n) (n \geq 0) \) satisfies

\[
\det(I - B(n, n)) \neq 0 \quad \text{for all } n \geq 0.
\]

(4.6)

Thus, the unique solution of (4.1) and (4.2) exists. For \( B(n, m) \) in (4.2), we assume

**Assumption H2.**

\[
\sum_{r \in \mathbb{Z}_{+}} |B(n, n - r)| < \infty \quad \text{for each } n \in \mathbb{Z}_{+}.
\]

Then, the sum \( \sum_{r \in \mathbb{Z}_{+}} B(n, n - r) \) is bounded in the case \( \sup_{n \in \mathbb{Z}_{+}} |g(n)| < \infty \).

For our main result we need the following crucial lemma.

**Lemma 4.4.** If \( \{x(n)\}_{n \in \mathbb{Z}} \) is a solution of (4.1) and \( \{x(n)\}_{n \in \mathbb{Z}} \in \ell^{\infty} \mathbb{R}^{d} \), then there is a corresponding solution \( \{z(n)\}_{n \in \mathbb{Z}} \) such that (for every \( n = 0, \pm 1, \pm 2, \ldots \)) \( z(n) \) is the limit of some subsequence of \( x(n) \).
Proof. Our proof is a more detailed version of that in [6, pp. 485–486]. Let \( \{x(n)\}_{n=0}^\infty \) be a bounded solution of (4.1). Then \( \{x(n)\}_{n=0}^\infty \), with \( N \) as defined in (4.3a), is bounded and thus has a convergent subsequence \( \{x(jN)\}_{j=1}^\infty \), with \( N \) as defined in (4.3a), is bounded and thus has a convergent subsequence \( \{x(ji_0)\}_{i_0=1}^\infty \) which converges to a point in \( \mathbb{R}^d \), say \( z(0) \). Similarly, there is a subsequence \( \{ji_1\} \) of \( \{ji_0\} \) such that both subsequences \( \{x(1+ji_0)\} \) and \( \{x(-1+ji_0)\} \) converge to \( z(1) \) and \( z(-1) \), respectively. Inductively, one may show that for each nonnegative integer \( n \), \( \{x(\pm(n-1)+ji(n-1)N)\} \) converges to \( z(n-1) \) and \( z(-(n-1)) \), respectively, and \( \{x(\pm n + ji(n)N)\} \) converge to \( z(n) \) and \( z(-n) \), respectively, where \( \{ji(n)\} \) is a subsequence of \( \{ji(n-1)\} \).

We need to show that \( \{z(n)\}_{n=0}^\infty \) is actually a solution of (4.2). From (4.1) and (4.3a), we have

\[
x(n+ji_0N) = f(n+ji_0N) + \sum_{r=-\infty}^{n+ji_0N} B(n+ji_0N, r)x(r) = f(n) + \sum_{r=-\infty}^{n} B(n+ji_0N, r+ji_0N)x(r+ji_0N) = f(n) + \sum_{r=-\infty}^{n} B(n, r)x(r+ji_0N).
\]

Since \( \{z(r)\} \) is bounded, \( \sum_{r=-\infty}^{n} B(n, r)z(r) \) is well defined for each \( n \geq 0 \). For fixed \( n \geq 0 \) and any \( \varepsilon > 0 \), it follows from Assumption H2 that there is a \( j_{in} > 0 \) such that

\[
\sum_{r=-\infty}^{n} |B(n, r)| < \frac{\varepsilon}{1 + 2M},
\]

where \( M = \sup_{n\geq0}|x(n)| < \infty \). Then for \( j_{in} > j_{in} \), we have

\[
\left| \sum_{r=-\infty}^{n} B(n, r)z(r) - \sum_{r=-\infty}^{n} B(n, r)x(r+ji_0N) \right| \leq \sum_{r=-\infty}^{n} |B(n, r)||z(r) - x(r+ji_0N)| \leq 2M \sum_{r=-\infty}^{n} |B(n, r)| \varepsilon.
\]

Then, we can take the limit in (4.7) by letting \( j_{in} \to \infty \). In this case, the left-hand side of (4.7) converges to \( z(n) \) and the right-hand side of (4.7) converges to \( f(n) + \sum_{r=-\infty}^{n} B(n, r)z(r) \). Hence, \( z(n) = f(n) + \sum_{r=-\infty}^{n} B(n, r)z(r) \) is a solution of (4.2). \( \square \)

Definition 4.5. The resolvent \( \{R(n, m)\} \) of the kernel \( \{B(n, m)\} \) in (4.1) is defined by the solutions of the matrix equations

\[
R(n, m) = \sum_{j=0}^{m} R(n, j)B(j, m) - B(n, m), \quad 0 \leq m \leq n, \quad n \geq 0,
\]

with \( R(n, m) = 0 \) for \( n < m \).
The existence and uniqueness of \( \{R(n, m)\} \) is guaranteed by (4.6). By using the resolvent \( \{R(n, m)\} \), the solution of (4.1) can be given by the variation of constants formula

\[
x(n) = f(n) - \sum_{j=0}^{n} R(n, j) f(j), \quad n \geq 0.
\]

(4.9)

For details of resolvent matrices and variation of constants formula, see [11]. The periodic relation between the kernel \( \{B(n, m)\} \) and the resolvent \( \{R(n, m)\} \) is as follows.

**Lemma 4.6.** If, for some positive integer \( N \),

\[
B(n + N, m + N) = B(n, m) \quad \text{for all} \quad 0 \leq m \leq n,
\]

(4.10)

then the solution of (4.8) satisfies

\[
R(n + N, m + N) = R(n, m), \quad 0 \leq m \leq n.
\]

Proof. For any \( 0 \leq m \leq n \), we have

\[
R(n + N, m + N) = \sum_{j=0}^{n} R(n + N, j) B(j, m + N) - B(n + N, m + N)
\]

\[
= \sum_{j=0}^{n} R(n + N, i + N) B(i + N, m + N) - B(n, m)
\]

\[
= \sum_{j=0}^{n} R(n + N, m + N) B(j, m) - B(n, m),
\]

implying that \( R(n + N, m + N) \) is also a solution of (4.8). Hence, (4.10) follows. \( \square \)

Lemma 4.6 shows that if the kernel \( \{B(n, m)\} \) in (4.1) is \( N \)-periodic on \( \mathbb{Z}_+ \), then its resolvent \( \{R(n, m)\} \) is also \( N \)-periodic on \( \mathbb{Z}_+ \). From Remark 4.2, we can extend \( \{R(n, m)\}_{n,m \in \mathbb{Z}_+} \) by the relation (4.4) to be \( N \)-periodic for \( n,m \in \mathbb{Z} \). In this section, we always assume this extension.

To investigate periodic solutions, we assume the following conditions.

**Assumption H3.** The resolvent \( \{R(n, m)\} \) satisfies \( \lim_{n \to \infty} |R(n, r)| = 0 \) for each \( r \in \mathbb{Z}_+ \).

**Assumption H4.** The resolvent \( \{R(n, m)\} \) satisfies \( \sum_{r \in \mathbb{Z}_+} |R(n, n - r)| < \infty \) for each \( n \in \mathbb{Z}_+ \).

**Remark 4.7.** Suppose that \( R(n, m) = K(n - m) \) (for all \( 0 \leq m \leq n \)), then \( R(n, m) = R^k(n - m) \) is a convolution type. In addition, if \( \{K(n)\}_{n \geq 0} \in \ell^1 \), \( \det(I - K(0)) \neq 0 \) and \( \det(I - \mathcal{Z}[K(z)]) \neq 0 \) for \( |z| \geq 1 \), then \( \{R^k(n)\}_{n \geq 0} \in \ell^1 \) by the discrete Paley-Wiener theorem (see, e.g., [13]). In this case, one readily sees that the Assumptions H2, H3 and H4 are satisfied. Thus, our discussion in this section includes corresponding convolution equations as a special case.

**Remark 4.8.** In [13], the discrete Paley-Wiener theorem for convolution equations has been extended to non-convolution equations. From the results in [13], we know that if \( \sup_{n \geq 0} \sum_{j=0}^{n} |B(n, j)| < 1 \), then \( \sup_{n \geq 0} \sum_{j=0}^{n} |R(n, j)| < \infty \). If, in addition, \( \lim_{n \to \infty} B(n, j) = 0 \) for each \( j \geq 0 \), then \( \lim_{n \to \infty} R(n, j) = 0 \) for each \( j \geq 0 \). For details, see [13] or [15].
Remark 4.9. If \( \{ R(n, m) \} \) satisfies
\[
| R(n, m) | \leq v^{n-m} \quad \text{for } 0 \leq m \leq n,
\] (4.11)
where \( v \in (0, 1) \), then \( \{ R(n, m) \} \) satisfies conditions Assumption H3 and H4. Thus, conditions Assumption H3 and H4 include the condition (4.11) as a special case. In [6], Elaydi investigated periodic solutions of linear Volterra difference equations under the condition (4.11).

The remarks following Assumption H2 concerning the summability of \( \{ B(n,r) \} \) apply here equally for \( \{ R(n,r) \} \). The number \( n \) in Assumption H2 and H4 can only be taken with \( 0 \leq n \leq N - 1 \) if \( B(n,m) \) satisfies (4.3a). We have the following.

Lemma 4.10. Suppose that \( B(n,m) \) satisfies (4.3a) and the Assumptions H2 and H4 hold. Then the following conditions are true:

(i) \( \sup_{n \in \mathbb{Z}_+} \sum_{r=0}^{\infty} |B(n,n-r)| = \sup_{n \in \mathbb{Z}_+} \sum_{r=-\infty}^{\infty} |B(n,r)| < \infty \) and
\[
\sup_{n \in \mathbb{Z}_+} \sum_{r=0}^{\infty} |B(n,r)| < \infty;
\]
(ii) for any \( \varepsilon > 0 \) there exists a number \( r_0 = r_0(\varepsilon) \in \mathbb{Z}_+ \) such that, for all \( n \in \mathbb{Z}_+ \),
\[
\sum_{r=0}^{\infty} |B(n,n-r)| = \sum_{r=-\infty}^{\infty} |B(n,r)| < \varepsilon;
\]
(iii) \( \sup_{n \in \mathbb{Z}_+} \sum_{r=0}^{\infty} |B(n,n-r)| = \sup_{n \in \mathbb{Z}_+} \sum_{r=-\infty}^{\infty} |R(n,r)| < \infty \), and
\[
\sup_{n \in \mathbb{Z}_+} \sum_{r=0}^{\infty} |R(n,r)| < \infty;
\]
(iv) for any \( \varepsilon > 0 \) there exists a number \( r_0 = r_0(\varepsilon) \in \mathbb{Z}_+ \) such that, for all \( n \in \mathbb{Z}_+ \),
\[
\sum_{r=0}^{\infty} |R(n,n-r)| = \sum_{r=-\infty}^{\infty} |R(n,r)| < \varepsilon.
\]

Proof. We notice that each \( n \geq 0 \) can be written as \( n = s + lN \), where \( 0 \leq s \leq N - 1 \) and \( l \in \mathbb{Z}_+ \). Since \( B(n+N, m+N) = B(n, m) \) for \( n, m \in \mathbb{Z}_+ \), then,
\[
|B(n,n-r)| = |B(s+N, s+N-r)| = |B(s+N, s-r+N)| = |B(s, s-r)|.
\]
Thus, \( \sup_{n \in \mathbb{Z}_+} \sum_{r=0}^{\infty} |B(n,n-r)| = \max_{0 \leq s \leq N-1} \sum_{r=0}^{\infty} |B(s, s-r)| < \infty \) by Assumption H2. Similarly, for any \( \varepsilon > 0 \) and \( 0 \leq s \leq N - 1 \), it follows from Assumption H2 that there exists \( r_0 \in \mathbb{Z}_+ \) such that \( \sum_{r=0}^{\infty} |B(s, s-r)| < \varepsilon \). Then for any \( n \in \mathbb{Z}_+ \), there exist \( s \) \( 0 \leq s \leq N - 1 \) and \( l \in \mathbb{Z}_+ \) such that \( n = s + lN \). Thus,
\[
\sum_{r=0}^{\infty} |B(n,n-r)| = \sum_{r=0}^{\infty} |B(n-r)| < \varepsilon.
\]
As for the proof of statements (iii) and (iv), we notice that $R(n, m)$ satisfies (4.10). With the same technique, we can readily complete the proof.

### 4.1. Existence and uniqueness of periodic solution

We are now in a position to state the main result in this section.

**Theorem 4.11.** Let the Assumptions H2, H3 and H4 and (4.3a) and (4.3b) hold. Then (4.2) has the unique $N$-periodic solution

\[
z(n) = f(n) - \sum_{m=-\infty}^{\infty} R(n, m) f(m), \quad n \geq 0.
\]

**Proof.** From Lemma 4.10 (iii) and formula (4.9), it can be readily shown that the solution of (4.1) is bounded. By Lemma 4.6, one can construct a sequence $x(n + r_{\infty} N)$ from a solution $x(n)$ of (4.1) such that $x(n + r_{\infty} N)$ converges to a solution $z(n)$ of (4.2). Formula (4.9) gives

\[
x(n + r_{\infty} N) = f(n + r_{\infty} N) - \sum_{i=-r_{\infty}}^{n} R(n + r_{\infty} N, i) f(i)
\]

Note that $\sum_{i=-\infty}^{r_{\infty}} R(n, i) f(i)$ is well defined by Assumption H4. For fixed $n$ and any $\varepsilon > 0$, it follows from Assumption H4 that there exists $r_{\infty} > 0$ such that

\[
\sum_{r=-\infty}^{r_{\infty}} |R(n, r)| < \frac{\varepsilon}{1 + \|f\|_{\infty}}.
\]

where $\|f\|_{\infty} = \sup_{n \in \mathbb{Z}} |f(n)|$. Then for $r_{\infty} > r_{\infty}$, we have

\[
\left| \sum_{i=-\infty}^{n} R(n, i) f(i) - \sum_{i=-r_{\infty}}^{n} R(n, i + r_{\infty} N) f(i + r_{\infty} N) \right| \leq \sum_{r=-\infty}^{r_{\infty}} |R(n, r)| |f(i)| \leq \|f\|_{\infty} \sum_{r=-\infty}^{r_{\infty}} |R(n, r)| < \varepsilon.
\]

Thus, we can take the limit in (4.13) by letting $r_{\infty} \to \infty$ and obtain

\[
z(n) = \lim_{r_{\infty} \to \infty} \left[ f(n) - \sum_{i=-r_{\infty}}^{n} R(n, i) f(i) \right] = f(n) - \sum_{r=-\infty}^{n} R(n, r) f(r).
\]

By Lemma 4.6, $z(n)$ is $N$-periodic.
It remains to show that $z(n)$ in (4.12) is the only $N$-periodic solution of (4.2). Let us assume that there is another $N$-periodic solution $\bar{z}(n)$ of (4.2). Then $\psi(n) = z(n) - \bar{z}(n)$ is an $N$-periodic solution of the equation

$$\psi(n) = \sum_{r=0}^{N-1} B(n, r) \psi(r) - \sum_{j=0}^{\infty} R(n, j) \left( - \frac{1}{N} \sum_{r=-\infty}^{r=\infty} B(j, r) \psi(r) \right).$$

By the variation of constants formula (4.9), we have

$$\psi(n) = -\frac{1}{N} \sum_{r=-\infty}^{r=\infty} B(n, r) \psi(r) - \sum_{j=0}^{N-1} R(n, j) \left[ -\frac{1}{N} \sum_{r=-\infty}^{r=\infty} B(j, r) \psi(r) \right].$$

Thus,

$$|\psi(n)| \leq M \sum_{r=-\infty}^{r=\infty} |B(n, n-r)| + M \sum_{j=0}^{\infty} |R(n, j)| \left[ -\frac{1}{N} \sum_{r=-\infty}^{r=\infty} |B(j, n-r)| \right],$$

where $M = \sup_{n \in \mathbb{Z}} |\psi(n)|$. For any $\varepsilon > 0$, it follows from Lemma 4.10 that there exists a number $r_0 = r_0(\varepsilon) \in \mathbb{Z}$ such that $\sum_{r=-\infty}^{r=\infty} |B(n, n-r)| < \varepsilon$ for all $n \in \mathbb{Z}$. Thus, $\sum_{r=-\infty}^{r=\infty} |B(n, n-r)| < \varepsilon$ for $n > r_0 - 1$. Let $C = \sup_{n \in \mathbb{Z}} |R(n, n-r)|$ and $n > r_0$. (By Lemma 4.10, $C < \infty$.) From the above inequality, we obtain

$$|\psi(n)| \leq M \sum_{r=-\infty}^{r=\infty} |B(n, n-r)| + M \sum_{j=0}^{\infty} |R(n, j)| \left[ -\frac{1}{N} \sum_{r=-\infty}^{r=\infty} |B(j, n-r)| \right]$$

$$\leq Me + MC \sum_{j=0}^{r_1-1} |R(n, j)| \sum_{r=-\infty}^{r=\infty} |B(j, n-r)| + M \sum_{j=r_0}^{\infty} |R(n, j)| \sum_{r=-\infty}^{r=\infty} |B(j, n-r)|$$

$$\leq Me + MC \sum_{j=0}^{r_0-1} |R(n, j)| + MC \sum_{r=r_0+1}^{\infty} |B(j, n-r)|.$$

It follows from Assumption H3 that for the above $\varepsilon > 0$, there exists a number $r_1 > 0$ such that $\sum_{j=-\infty}^{j=\infty} |R(n, j)| < \varepsilon$ for $n > r_1$. Let $r_2 = \max(r_0, r_1)$. For $n > r_2$, we have

$$|\psi(n)| \leq Me + MC e + MC e = M(1 + C + C)e.$$

Hence, $\lim_{n \to \infty} \psi(n) = 0$. Since $\psi(n)$ is periodic, it follows that $\psi(n) \equiv 0$. Consequently, $z(n) = \bar{z}(n)$.

**Remark 4.12.** Suppose that system (4.1) has an $N$-periodic solution $\{x(n)\}_{n \geq 0}$ and $\{z(n)\}_{n \geq 0}$ is the unique $N$-periodic solution (4.12) of (4.2). Then, $\phi(n) = z(n) - x(n)$ is a solution of the equation
\[ \psi(n) = \sum_{j=-\infty}^{-1} B(n, j) \phi(j) + \sum_{j=0}^{\infty} B(n, j) \psi(j), \]  

(4.14)

where \( \phi \) is the initial function of \( z(n) \). By the variation of constants formula (4.9) we have

\[ \psi(n) = \sum_{j=-\infty}^{-1} B(n, j) \phi(j) - n \sum_{j=0}^{\infty} R(n, j) \left( \sum_{i=-\infty}^{-1} B(j, i) \phi(i) \right), \quad n \geq 0. \]

Using the same technique in the proof of the uniqueness of Theorem 4.11, we can show that

\[ \lim_{n \to \infty} \psi(n) = \lim_{n \to \infty} (z(n) - x(n)) = 0. \]

Consequently, \( z(n) \equiv x(n) \) by periodicity. It follows from (4.14) that \( \sum_{j=-\infty}^{-1} B(n, j) \phi(j) = 0 \).

### 4.2. The periodic attractor

From Theorem 4.11, we know that only one particular bounded initial function generates an \( N \)-periodic solution of (4.2). By the following Theorem 4.14, we show that all solutions of (4.2) with bounded initial functions are asymptotically \( N \)-periodic. More specifically, all these solutions are attracted by the \( N \)-periodic solution (4.12). Let us first give the definition of asymptotically \( N \)-periodic sequence.

**Definition 4.13.** Let \( N \) be a positive integer. A sequence \( \phi = \{ \phi(n) \}_{n \geq 0} \in S(\mathbb{Z}^+ \backslash E \mathbb{Z}) \) is called asymptotically \( N \)-periodic if and only if there exists a sequence \( \psi = \{ \psi(n) \}_{n \geq 0} \) which is \( N \)-periodic, namely, \( \psi(n + N) = \psi(n) \) for each \( n \in \mathbb{Z}^+ \backslash E \mathbb{Z} \), such that \( \lim_{n \to \infty} (\phi(n) - \psi(n)) = 0 \). In this case, we write \( \phi \sim \psi \).

We are now in a position to give a theorem on periodic attraction.

**Theorem 4.14.** Let the Assumptions H2, H3 and H4 and (4.3a) hold. Then all solutions of (4.2) with bounded initial function on \( \mathbb{Z}^- \) are asymptotically \( N \)-periodic. In fact, all these solutions tend to the \( N \)-periodic solution (4.12) as \( n \to \infty \).

**Proof.** Suppose that \( \{ y(n) \}_{n \geq 0} \) is a solution of (4.2) with bounded initial data \( \phi(r), r \in \mathbb{Z}^- \). Then,

\[ y(n) = \sum_{r=-\infty}^{x} B(n, r) y(r) = f(n) + \sum_{r=0}^{\infty} B(n, r) \phi(r) + \sum_{r=0}^{\infty} B(n, r) y(r). \]

From the variation of constants formula, we obtain

\[ y(n) = f(n) + \sum_{r=0}^{\infty} B(n, r) \phi(r) - \sum_{r=0}^{\infty} R(n, r) \left( f(r) + \sum_{j=-\infty}^{-1} B(r, j) \phi(j) \right) \]

\[ = f(n) - \sum_{r=0}^{\infty} R(n, r) f(r) + \sum_{r=0}^{\infty} B(n, r) \phi(r) - \sum_{r=0}^{n} R(n, r) \sum_{j=-\infty}^{-1} B(r, j) \phi(j). \]

The last term of the right-hand side of the above equation tends to zero as \( n \to \infty \) by the proof of Theorem 4.11. It remains to show that \( \sum_{r=-\infty}^{x} B(n, r) \phi(r) \) tends to zero and \( f(n) = \sum_{r=0}^{\infty} R(n, r) f(r) \)
tends to the solution (4.12) as \( n \to \infty \). To do this, we notice that every \( n \geq 0 \) can be written as \( n = s + lN \), where \( 0 \leq s \leq N - 1 \) and \( l \in \mathbb{Z}_+ \). Therefore, \( n \to \infty \) implies that \( l \to \infty \) and vice versa. Let \( n = s + lN \).

Thus,

\[
-1 \sum_{r=\infty}^{-1} B(n, r) \phi(r) = -1 \sum_{r=\infty}^{-1} B(s + lN, r) \phi(r) = -1 \sum_{i=\infty}^{-1} B(s, i) \phi(i + lN).
\]

It follows from Assumption H2 that \( \sum_{j=0}^{N-1} |B(n, n - r)| = \sum_{j=0}^{N-1} |R(n, j)| < \infty \) for each \( n \). Therefore, \( |\sum_{j=\infty}^{-1-N} B(s, i) \phi(i + lN)| \leq M \sum_{i=\infty}^{-1-N} |B(s, i)| \to 0 \) as \( l \to \infty \), where \( M = \sup_{n \geq 0} |\phi(n)| \).

Similarly, let \( n = s + lN \). Then,

\[
f(n) - \sum_{r=0}^{n} R(n, r) f(r) = f(s + lN) - \sum_{r=0}^{s} R(s + lN, r) f(r) = f(s + lN) - \sum_{r=0}^{s} R(s + lN, r + lN) f(r + lN) = f(s) - \sum_{r=\infty}^{-lN} R(s, r) f(r),
\]

which tends to \( f(s) - \sum_{r=\infty}^{-lN} R(s, r) f(r) \). This proves Theorem 4.14.

Theorem 4.14 shows that the \( N \)-periodic solution (4.12) is attractive.

Remark 4.15. If the kernel \( B(n, m) = K(n - m) \) in (4.1) is of convolution type, then the resolvent \( R(n, m) = R^1(n - m) \) is also of convolution type, \( B(n + N, m + N) = K(n, m) = K(n - m) \) and \( R(n + N, m + N) = R^1(n + N, m + N) = R^2(n, m) \) for all \( N > 0 \). If in addition \( \{K(n)\}_{n=\infty} \in \ell^1(\mathbb{R}^d) \), \( \det(I - K(0)) \neq 0 \) and \( \det(I - K(z)) \neq 0 \) for \( |z| \geq 1 \), then \( \{R^2(n)\}_{n=\infty} \in \ell^1(\mathbb{R}^d) \), by the discrete Paley-Wiener theorem (see [13]). In this case, one readily sees that the Assumptions H2, H3 and H4 are satisfied. Thus, Theorem 4.11 and Theorem 4.14 include convolution equations as special cases.

5. The nonlinear case

Consider the nonlinear discrete Volterra equations on \( \mathcal{P}_d(\mathbb{R}^d) \)

\[
z(n) = f(n) + \lambda \sum_{j=\infty}^{n} B(n, j) z(j) + Q(n, z(n)) + G(z)(n),
\]

where

\[
f(n + N) = f(n), \quad B(n + N, m + N) = B(n, m),
\]

(5.2)
for all \( n, m \in \mathbb{Z} \) and for some positive integer \( N, G : \mathcal{P}_N(\mathbb{R}^d) \rightarrow \mathcal{P}_N(\mathbb{R}^d) \) is a functional, \( Q(n + N, \cdot) = Q(n, \cdot), n \in \mathbb{Z} \), are functions from \( \mathbb{R}^d \) to \( \mathbb{R}^d \), and the parameter \( \lambda \) is a small real number.

In this section, we assume that \( G \) and \( Q \) satisfy the following conditions:

**Assumption H5.** (i) \( G(0) = 0 \) and \( Q(0, 0) \equiv 0 \), (ii) for each \( \tau > 0 \), there exists a number \( \delta > 0 \) such that
\[
|G(\phi)(n) - G(\psi)(n)| \leq \tau \| \phi - \psi \|_{\infty} \quad \text{for all} \quad n
\]
whenever \( \phi, \psi \in \mathcal{P}_N(\mathbb{R}^d) \) with \( \| \phi \|_{\infty} \leq \delta, \| \psi \|_{\infty} \leq \delta \), and (iii) for all \( n \)
\[
|Q(n, x) - Q(n, y)| < \tau |x - y|, \quad \text{if} \quad |x| < \delta, |y| < \delta.
\]

As examples of this kind of “small” functional \( G \) we have those of the form
\[
G(\phi)(n) = \sum_{j=-\infty}^{\infty} C(n, j) \phi^{(j)}(n)
\]
or
\[
G(\phi)(n) = \sum_{j=-\infty}^{\infty} C(n, j) \phi(j)
\]
where \( C(n + N, m + N) = C(n, m) \), which occur in many applications.

If \( \{f(n)\}_{n \geq 0} \in \mathcal{P}_N(\mathbb{R}^d) \) is \( N \)-periodic, which means \( f(n + N) = f(n) \) for every \( n \geq 0 \), we can readily extend it to be \( N \)-periodic in \( -\infty < n < \infty \) by setting
\[
f(n) = f(-n) \quad \text{if} \quad n < 0.
\]

In the sequel, we always assume this extension when needed and use the same notation \( f \) for the doubly infinite sequence as for the original sequence. In this case, we note that \( \mathcal{P}_N(\mathbb{R}^d) \) is the Banach space of doubly infinite sequences and the norm \( \| \{f(n)\}\|_{\infty} = \sup_{n \in \mathbb{Z}} |f(n)| \) is the same as that of the one-side infinite sequences.

Let \( S(\varepsilon) = \{ \phi \in \mathcal{P}_N(\mathbb{R}^d) : \| \phi \|_{\infty} \leq \varepsilon \} \) (a ball of radius \( \varepsilon > 0 \)); it is a closed subset of \( \mathcal{P}_N(\mathbb{R}^d) \).

**Theorem 5.1.** Let Assumption H2 and Assumption H5 hold. Then there exists \( \varepsilon_0 > 0 \) such that for each \( \varepsilon, 0 < \varepsilon \leq \varepsilon_0 \), there exists a number \( \eta > 0 \) such that if \( \| \{f(n)\}\|_{\infty} \leq \eta \) and \( |\lambda| < \eta \), then Eq. (5.1), namely
\[
z(n) = f(n) + \lambda \sum_{j=-\infty}^{\infty} B(n, j)z(j) + Q(n, z(n)) + G(z)(n),
\]
has a unique periodic solution \( \{z(n)\} \) in \( S(\varepsilon) \).

**Proof.** By Lemma 4.10, there is a constant \( C > 0 \) such that \( \sup_{n \in \mathbb{Z}} \sum_{r=0}^{\infty} |B(n, n - r)| \leq C (\infty) \). By Assumption AH5, there exists a number \( \delta > 0 \) such that
\[
|G\phi - G\psi| \leq \frac{\|\phi - \psi\|_{\infty}}{4C} \quad \text{if} \quad \|\phi\|_{\infty} \leq \delta, \quad \|\psi\|_{\infty} \leq \delta
\]
and
\[
|Q(n, x) - Q(n, y)| \leq \frac{|x - y|}{4C} \quad \text{if} \quad |x| \leq \delta \text{ and } |y| \leq \delta
\]
for all \( n \). Let \( \epsilon_0 = \delta \). Given \( \epsilon > 0 \), define
\[
\eta = \min \left\{ \frac{\epsilon}{4C}, \frac{\epsilon}{4}, \frac{1}{|B|} \right\}
\]
and \( S(\epsilon) = \{ \phi \in \mathcal{P}_N(E^d) : \|\phi\|_\infty \leq \epsilon \} \).

For any \( \phi \in S(\epsilon) \), \( \{ f(n) \} \in \mathcal{P}_N(E^d) \) with \( \|f\|_\infty \leq \eta \) and \( \lambda \) satisfying \( |\lambda| < \eta \), we define the operator \( T \) on \( S(\epsilon) \) by the relation
\[
(T\phi)(n) = f(n) + \lambda \sum_{j=-\infty}^{\infty} B(n, j)\phi(j) + Q(n, \phi(n)) + G(\phi)(n).
\]

It is readily shown that \( T \) is a contraction mapping on \( S(\epsilon) \). By the contraction mapping theorem (see [16]), the system (5.1) has a unique solution in \( \mathcal{P}_N(E^d) \).

Next we represent this periodic solution using the resolvent of \( B_\lambda = \lambda B(n, m) \). We assume \( \det(I - \lambda B(n, n)) \neq 0 \). As in Section 4, we define the resolvent \( R_\lambda(n, m) \) as the unique solution of the following two equations
\[
R_\lambda(n, m) = \sum_{j=0}^{N} R_\lambda(n, j)B_\lambda(j, m) - B_\lambda(n, m).
\]

Thus, \( R_\lambda(n, m) \) is \( N \)-periodic, and the solution \( z(n) \) of (5.1) (if it exists) can be given by variation of constants formula
\[
z(n) = f(n) - \sum_{j=0}^{N} R_\lambda(n, j)f(j) + Q(j, z(j)) + G(z)(j) + \sum_{j=-\infty}^{\infty} B_\lambda(n, j)z(j) - \sum_{j=0}^{N} R_\lambda(n, j)\left( \sum_{i=-\infty}^{N-1} B_\lambda(j, i)z(i) \right).
\]
Corollary 5.2. Suppose that $B\lambda(n,m), R\lambda(n,m)$ satisfy Assumptions H2, H4 and H5. Then the unique solution $z(n)$ of (5.1) satisfies the equation

$$z(n) = f(n) - \sum_{j=-\infty}^{n} R\lambda(n,j)(f(j) + Q(j,z(j)) + G(z)(j)). \quad (5.8)$$

Proof. Since $z(n)$ is $N$-periodic, one gets for any integer $l > 0$

$$z(n) = z(n + lN) = \left( f(n + lN) - \sum_{j=0}^{n-lN} R\lambda(n + lN,j)(f(j) + Q(j,z(j)) + G(z)(j)) \right)$$

$$+ \left( \sum_{j=0}^{lN} B\lambda(n,j)z(j) - \sum_{j=0}^{n-lN} R\lambda(n,j) \left( \sum_{i=-\infty}^{j} B\lambda(i,i)z(i) \right) \right)$$

$$= \left( f(n) - \sum_{j=0}^{n} R\lambda(n,j)(f(j) + Q(j,z(j)) + G(z)(j)) \right)$$

$$+ \left( \sum_{j=0}^{lN} B\lambda(n,j)z(j) - \sum_{k=0}^{n-lN} R\lambda(n,k) \left( \sum_{i=-\infty}^{k+lN} B\lambda(i,k)z(i) \right) \right).$$

Let $l \to \infty$, the first term of the above equation tends to (5.8) and the second term to zero. Corollary 5.2 is proved.

Remark 5.3. If the kernel $\{ B(n, j) = K(n - j) \}$ is of convolution type and $\{ K(n) \} \in \ell^1(\mathbb{R}^d)$, then the resolvent $R\lambda(n,m) = R\lambda^f(n - m)$ is also of convolution type and $\{ R\lambda^f(n) \} \in \ell^1(\mathbb{R}^d)$ if and only if $\det(I - \lambda K(0)) \neq 0$ and $\det(I - \lambda Z[K(z)]) \neq 0$ for $|z| \geq 1$, by virtue of the discrete Paley-Wiener Theorem (see [13]), where $Z[K(z)]$ is the $Z$-transform of $\{ K(n) \} \in \ell^1(\mathbb{R}^d)$.

If $\lambda = 0$, the Eq. (5.1) reduces to $z(n) = f(n) + Q(n, z(n)) + G(z)(n)$, an implicit ordinary difference equation. Then Theorem 5.1 includes implicit ordinary difference equations as a special case.

Remark 5.4. We may relate our work to that in [14], concerning nonlinear equations, that are analogous to (4.2) but have the form

$$x(n) = f(n) + \sum_{j=0}^{n} R\lambda(n,j)(x(j) + G_j(x(j))). \quad n \geq 0. \quad (5.9)$$
Notice that, in contrast to (4.2), the lower limit of summation in (5.9) is 0. We have discussed asymptotically periodic solutions for (5.9) in [14]. We show that if \( \{ f(n) \} \) is an asymptotically periodic sequence, the Assumptions H3 and H4 and the condition (4.3a) are satisfied, then (5.9) has a unique asymptotically periodic solution under certain conditions for \( G_j(\cdot) \) (see [14] for details).

References