Delay differential equations driven by Lévy processes: Stationarity and Feller properties

Reiß, M. and Riedle, M. and Van Gaans, O.

2006

MIMS EPrint: 2007.168

Manchester Institute for Mathematical Sciences
School of Mathematics
The University of Manchester

Reports available from: http://eprints.maths.manchester.ac.uk/
And by contacting: The MIMS Secretary
School of Mathematics
The University of Manchester
Manchester, M13 9PL, UK

ISSN 1749-9097
Delay differential equations driven by Lévy processes: Stationarity and Feller properties

M. Reiß\textsuperscript{a}, M. Riedle\textsuperscript{b,*,} O. van Gaans\textsuperscript{c}

\textsuperscript{a}Institute of Applied Mathematics, University of Heidelberg, Germany
\textsuperscript{b}Institute of Mathematics, Humboldt-University of Berlin, Germany
\textsuperscript{c}Mathematical Institute, Leiden University, Leiden, The Netherlands

Received 21 September 2005; received in revised form 6 March 2006; accepted 6 March 2006
Available online 29 March 2006

Abstract

We consider a stochastic delay differential equation driven by a general Lévy process. Both the drift and the noise term may depend on the past, but only the drift term is assumed to be linear. We show that the segment process is eventually Feller, but in general not eventually strong Feller on the Skorokhod space. The existence of an invariant measure is shown by proving tightness of the segments using semimartingale characteristics and the Krylov–Bogoliubov method. A counterexample shows that the stationary solution in completely general situations may not be unique, but in more specific cases uniqueness is established.
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1. Introduction

Stochastic delay differential equations, also known as stochastic functional differential equations, are a natural generalisation of stochastic ordinary differential equations by allowing the coefficients to depend on values in the past. When only the drift coefficient depends on the past, main stochastic tools and results for stochastic ordinary differential equations can be applied, for example by removing the drift via a change of measure. If the stochastic perturbation depends on the past, however, surprising new phenomena emerge, see Mohammed and Scheutzow [20] for a discussion on flow and stability properties.
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The main purpose of the present work is to investigate the stationarity of delay differential equations driven by Lévy processes of the form

\[
dX(t) = \left( \int_{[-\alpha,0]} X(t + s) \mu(ds) \right) \, dt + F(X)(t-) \, dL(t).
\] (1.1)

\(L\) denotes a general Lévy process, the drift term is obtained by integrating past values with respect to a signed measure \(\mu\) and the nonlinear coefficient \(F(X)\) depends on \((X(s) : s \in [t-\alpha, t])\) at time \(t\), see Section 2 for details. We do not consider a nonlinearity in the drift in order to concentrate on the effects of the nonlinear noise term, which is facilitated by a variation of constants formula. While the solution processes are not Markovian any longer, one can retrieve the Markov property by regarding segments of the trajectories as processes in a function space. The delayed noise term causes a fundamental degeneration of the segment process: we show that the Markov semigroup is not Feller and not eventually strong Feller, but eventually Feller. Consequently the uniqueness of an invariant measure cannot be derived by the strong Feller property.

Stationarity results for Lévy-driven stochastic differential equations, even in the non-delay case, are not so widespread. Only for non-Gaussian Ornstein–Uhlenbeck processes are necessary and sufficient conditions guaranteeing stationarity well known, cf. Sato [26, Thm. 17.5] and Wolfe [28]. Non-Gaussian stationary Ornstein–Uhlenbeck processes have been attracting increasing attention recently due to their use in financial modelling and the relationship with self-decomposable distributions, cf. Barndorff-Nielsen and Shephard [4]. Invariant measures for ordinary differential equations with a nonlinear drift term and additive stable noise have been studied analytically by Albeverio et al. [1], but our general results, even when specified to the non-delayed case, seem to be new.

The question of the existence of stationary solutions of stochastic equations with delay goes back to the 1960s in the work of Itô and Nisio [12]. They have proved the existence, but not the uniqueness of a stationary solution for Wiener-driven delay differential equations under the condition that the drift is obtained by a delayed perturbation of a stable instantaneous feedback. For a more general non-linear drift functional and additive white noise, Scheutzow [27] derived sufficient conditions for the existence of an invariant probability measure in terms of Lyapunov functionals. For a similar approach and connections to stochastic partial differential equations see Bakhtin and Mattingly [3]. For the Lévy-driven equation (1.1) with constant \(F\), that is additive noise, Gushchin and Küchler [11] have established necessary and sufficient conditions for the existence and uniqueness of stationary solutions.

Our work is based on analyzing the segment process in a function space and it is therefore closely related to results for stochastic evolution equations in infinite-dimensional spaces. In the case of additive noise an extensive literature for the stationarity of solutions of stochastic evolution equations exists, see Da Prato and Zabczyk [8]. Much less is known for non-additive noise, see for example Chow and Khasminskii [6] for some general results. An infinite-dimensional analogue of Eq. (1.1) driven by a Wiener process is considered by Bonaccorsi and Tessitore [5]. They obtain a stationarity result for small Lipschitz constants by a fixed point argument.

To prove the existence of a stationary solution of (1.1) under rather general conditions, we consider the segment process with values in the Skorokhod space \(D([-\alpha, 0])\). First, we establish the Feller property for the Markov semigroup after time \(t = \alpha\). Under the main assumption of a stable drift, we establish the tightness of the solution segments using semimartingale characteristics and apply the Krylov–Bogoliubov method to obtain an invariant measure on
the Skorokhod space. Due to the absence of the strong Feller property Doob’s method fails to prove uniqueness of the invariant measure. From an abstract point of view the loss of the strong Feller property is due to the degeneracy of the diffusion term when the equation is lifted to the segment space: the driving process is only one-dimensional, cf. Gatarek and Goldys [10] for the abstract non-degenerate case. The question of uniqueness of the stationary solution turns out to be subtle and the degeneracy of the noise process prevents a straightforward analytical treatment. While for certain cases uniqueness will be shown to hold, a counterexample leads us to suspect that uniqueness fails in greater generality. Nevertheless, the correlation structure of the solution process, if it exists, is uniquely determined and analytically tractable.

In the next section we briefly review some basic facts about stochastic delay differential equations. Section 3 is devoted to the variation of constants formula and properties of the Markov semigroup. The existence and uniqueness of stationary solutions are discussed in Sections 4 and 5, respectively.

2. Preliminaries

We follow standard notation, in particular we write $C[a, b]$ for the space of real-valued continuous functions on $[a, b]$. The Skorokhod space of all real-valued functions on $[a, b]$ that are right-continuous and have left limits at every point ($\text{càdlàg}$ for short) is denoted by $D[a, b]$. It is endowed with the Skorokhod metric $d_S$ given by

$$d_S(\varphi, \psi) := \inf_{\lambda \in A[a, b]} (\|\varphi \circ \lambda - \psi\|_{\infty} + \|\lambda - \text{Id}\|_{\infty}),$$

where $A[a, b] := \{\lambda : [a, b] \to [a, b] : \lambda \text{ is an increasing homeomorphism}\}$. Note that $d_S(\varphi_n, \varphi) \to 0$ implies the convergences $\varphi_n(a) \to \varphi(a), \varphi_n(b) \to \varphi(b)$, but not the pointwise convergence in the interior $(a, b)$. The space $D[a, \infty)$ of all real-valued càdlàg functions on $[a, \infty)$ can be similarly equipped with the Skorokhod metric. Here a sequence $(\varphi_n)$ converges to $\varphi$ if and only if

$$d^N_S(\varphi_n, \varphi) := \inf_{\lambda \in A[a, \infty)} \left( \sup_{t \in [a, N]} |(\varphi_n \circ \lambda)(t) - \varphi(t)| + \|\lambda - \text{Id}\|_{\infty} \right) \to 0,$$

for $n \to \infty$ and all $N \in \mathbb{N}$ where $A[a, \infty) := \{\lambda : [a, \infty) \to [a, \infty) : \lambda \text{ is an increasing homeomorphism}\}$.

The space $(D[a, b], d_S)$ is a separable metric space. Moreover, there exists an equivalent metric $d$ on $D[a, b]$ such that $(D[a, b], d)$ is a complete separable metric space, see for instance Jacod and Shiryaev [13]. We endow $D[a, b]$ with the corresponding Borel $\sigma$-algebra $\mathcal{B}(D[a, b])$. For $\varphi \in D[a, b]$ we denote by $\varphi(t-)$ its left-hand limit at $t$ and we define $\Delta \varphi(t) := \varphi(t) - \varphi(t-)$, $t \in (a, b)$, and $\Delta \varphi(a) = 0$. For $\alpha > 0$ and a function $\varphi \in D[-\alpha, \infty)$ we introduce the segment of $\varphi$ at time $t \geq 0$ as the function

$$\varphi_t : [-\alpha, 0] \to \mathbb{R}, \quad \varphi_t(u) := \varphi(t + u).$$

Let us first turn our attention to the deterministic delay equation underlying the stochastic equation (1.1):

$$x(t) = \varphi(0) + \int_0^t \left( \int_{[-\alpha, 0]} x(s + u) \mu(du) \right) ds \quad \text{for } t \geq 0,$$

$$x(u) = \varphi(u) \quad \text{for } u \in [-\alpha, 0], \quad \text{(2.1)}$$
where \( \mu \) is a signed finite Borel measure and the initial function \( \varphi \) is in \( D[-\alpha, 0] \). Note that the inner integral exists because \( \varphi \) and a fortiori also \( x \) are measurable and locally bounded.

As the fundamental system in linear ordinary differential equations and the Green function in partial differential equations, the so-called fundamental solution or resolvent plays a major role in the analysis of (2.1). It is the function \( r : \mathbb{R} \to \mathbb{R} \) which satisfies (2.1) with the initial condition \( r(0) = 1 \) and \( r(u) = 0 \) for \( u \in [−\infty, 0) \). The solution \( x(·, \varphi) \) of (2.1) for an arbitrary initial segment \( \varphi \in D[-\alpha, 0] \) exists, is unique, and can be represented as

\[
x(t, \varphi) = \varphi(0)r(t) + \int_{[−\alpha, 0]} r(t + s - u)\varphi(u) \, d\mu(ds) \quad \text{for } t \geq 0,
\]

(2.2)

cf. Chapter I in Diekmann et al. [9]. The fundamental solution converges for \( t \to \infty \) to zero if and only if

\[
v_0(\mu) := \sup \left\{ \text{Re}(\lambda) : \lambda \in \mathbb{C}, \lambda - \int_{[−\alpha, 0]} e^{\lambda s} \, d\mu(ds) = 0 \right\} < 0,
\]

(2.3)

where \( \text{Re}(z) \) denotes the real part of a complex number \( z \). In this case the decay is exponentially fast (see Theorem 5.4 in [9]) and the zero solution of (2.1) is uniformly asymptotically stable.

Subsequently we shall always work on a fixed complete probability space \((\Omega, \mathcal{F}, P)\) with a filtration \((\mathcal{F}_t)_{t \geq 0}\) satisfying the usual conditions. We study the following stochastic differential equation with time delay:

\[
dX(t) = \left( \int_{[−\alpha, 0]} X(t + s) \, d\mu(ds) \right) \, dt + F(X)(t-) \, dL(t) \quad \text{for } t \geq 0,
\]

(2.4)

\[
X(u) = \Phi(u) \quad \text{for } u \in [−\alpha, 0],
\]

where \( \mu \) is a signed finite Borel measure and the initial process \((\Phi(u) : u \in [−\alpha, 0])\) is assumed to have trajectories in \( D[-\alpha, 0] \) and to be \( \mathcal{F}_0 \)-measurable. The driving process \( L = (L(t) : t \geq 0) \) is a Lévy process. We denote its Lévy–Khintchine characteristic by \((b, \sigma^2, \nu)\) with respect to the truncation function \( x \mapsto x1_{[−1,1]}(x) \).

Turning to the specification of the nonlinear mapping \( F \), we remark that results for the existence and uniqueness of strong or weak solutions of stochastic delay differential equations driven by Brownian motion appear in different generalities: Mohammed [19] provides a result under random functional Lipschitz conditions, Mao [16] discusses in addition the method of steps, which provides a unique solution without a regular dependence of the coefficients on values in the past, Liptser and Shiryaev [15] give general results for weak solutions and Itô and Nisio [12] consider the existence of weak solutions for equations with finite and infinite delay. Since our equations are driven by Lévy processes and the most general conditions are not our concern here, we follow Protter [22] and merely assume that the deterministic functional \( F : D[-\alpha, \infty) \to D[-\alpha, \infty) \) is functional Lipschitz and autonomous, i.e. it is continuous with respect to the Skorokhod topology and it satisfies for all \( \varphi_1, \varphi_2 \in D[-\alpha, \infty) \):

(a) there exists a constant \( K > 0 \), independent of \( \varphi_1, \varphi_2 \) and \( t \), such that

\[
|F(\varphi_1)(t) - F(\varphi_2)(t)| \leq K \sup_{t-\alpha \leq s \leq t} |\varphi_1(s) - \varphi_2(s)| \quad \text{for all } t \geq 0;
\]

(2.5)

(b) \( F(\varphi_1(s + ·))(t) = F(\varphi_1)(t + s) \) for all \( t, s \geq 0 \).
Equivalently, setting \( \tilde{F}(\varphi|_{[-\alpha,0]}):= F(\varphi)(0) \) the two conditions can be stated as \( F(\varphi)(t) = \tilde{F}(\varphi_t) \) with a functional \( \tilde{F} \) which is Lipschitz continuous on \( D[-\alpha,0] \) equipped with the supremum norm.

We can rewrite the differential equation (2.4) as the integral equation

\[
X(t) = \Phi(0) + \int_0^t G_{\Phi}(X(s)) \, ds + \int_0^t H_{\Phi}(X(s^-)) \, dL(s) \quad \text{for } t \geq 0,
\]

when introducing \( G_{\Phi}, H_{\Phi} : D[0,\infty) \to D[0,\infty) \) for \( s \geq 0 \) and \( \psi \in D[0,\infty) \) by (abusing notation slightly)

\[
G_{\Phi}(\psi)(s) = \int_{[-\alpha,0]} (\psi_s(u)1_{[-\alpha,-s]}(u) + \psi_s(u)1_{[-s,0]}(u)) \, \mu(du), \quad (2.7)
\]

\[
H_{\Phi}(\psi)(s) = F(\varphi 1_{[-\alpha,0]} + \psi 1_{[0,\infty)}) (s). \quad (2.8)
\]

For \( \mathcal{F}_0 \)-measurable initial segments \( \Phi \) the mappings \( G_{\Phi} \) and \( H_{\Phi} \) are functional Lipschitz in the definition of Protter [22] and we can invoke Theorem V.7 in Protter [22] which ensures a unique strong solution of (2.4). Recall that a strong solution of (2.4) is an adapted, stochastic process \( X \) with càdlàg paths satisfying (2.6). The solution is called unique if all solutions are indistinguishable. We denote the solution by \( (X(t): t \geq -\alpha) \) or \( (X(t, \Phi): t \geq -\alpha) \).

**Examples 2.1.** (a) The no-delay case: if \( \mu = b \delta_0 \), a point mass at zero, and \( F(\varphi)(t) = f(\varphi(t)) \), \( t \geq -\alpha \), then the equation reads

\[
dX(t) = bX(t) \, dt + f(X(t^-)) \, dL(t) \quad \text{for } t \geq 0.
\]

If \( f \) is Lipschitz continuous, then \( F \) is easily seen to be functional Lipschitz and autonomous.

(b) The point-delay case: suppose \( \mu = \sum_{i=1}^n b_i \delta_{\alpha_i} \) and \( F(\varphi)(t) = f(\varphi(t-\alpha_1), \ldots, \varphi(t-\alpha_n)), \) \( t \geq 0 \), and \( F(\varphi)(u) = F(\varphi)(0), u \in [-\alpha,0], \) with \( \alpha_i \in [-\alpha,0] \). Then the equation reads

\[
dX(t) = \sum_{i=1}^n b_i X(t-\alpha_i) \, dt + f(X(t-\alpha_1-), \ldots, X(t-\alpha_n-)) \, dL(t) \quad \text{for } t \geq 0
\]

and \( F \) is again autonomous and functional Lipschitz if \( f \) is Lipschitz in all its arguments.

(c) The distributed-delay case: for \( \mu(ds) = b(s) \, ds \) and \( F(\varphi)(t) = f(\int_{[-\alpha,0]} \varphi(t+s)c(s) \, ds), \) \( t \geq 0 \), with \( b, c \in L^1[-\alpha,0] \) and \( F(\varphi)(u) = F(\varphi)(0), u \in [-\alpha,0] \), we obtain for \( t \geq 0 \)

\[
dX(t) = \left( \int_{[-\alpha,0]} X(t+s)b(s) \, ds \right) dt + f \left( \int_{[-\alpha,0]} X(t+s)c(s) \, ds \right) dL(t).
\]

Again, we need \( f \) to be Lipschitz in order to have \( F \) functional Lipschitz and autonomous.

(d) Further examples and counterexamples: other useful path-dependent mappings like \( F(\varphi)(t) = \sup_{u \in [t-\alpha,t]} \varphi(u) \) and their combinations with Lipschitz functions are functional Lipschitz and autonomous. Beware, however, that not all Lipschitz continuous functionals \( \tilde{F} \) on \( D[-\alpha,0] \) give rise to a functional \( F : D[-\alpha,\infty) \to D[-\alpha,\infty) \), for instance the jump size functional \( F(\varphi)(t) = \Delta \varphi(t) \) is not càdlàg for càdlàg functions \( \varphi \) with jumps. It is interesting to note that all admissible linear functionals are given by \( \tilde{F}(\varphi) = \int_{[-\alpha,0]} \varphi(u) \, \rho(du) \) with \( \rho \) ranging through the space of finite Borel measures, which follows from the result given by Pestman [21] when excluding the part based on jump sizes.
3. Properties of the solution

3.1. The variation of constants formula

Many of our considerations will be based on a stochastic convolution equation, the variation of constants formula. This formula is easily derived if the driving process has bounded second moments, but no longer for processes where an Itô isometry or inequality fails. We provide a proof separately in Reiβ et al. [24].

**Theorem 3.1.** Let $F$ be functional Lipschitz. Then for a stochastic process $X = (X(t) : t \geq -\alpha)$ and initial condition $\Phi$ the following are equivalent:

1. $X$ is the unique solution of (2.4) with $X_0 = \Phi$;
2. $X$ obeys the variation of constants formula:

$$
X(t) = \begin{cases} 
  x(t, \Phi) + \int_0^t r(t - s) F(X(s -)) \, dL(s), & t \geq 0, \\
  \Phi(t), & t \in [-\alpha, 0], 
\end{cases}
$$

(3.1)

where $r$ is the fundamental solution of Eq. (2.1).

3.2. Measurability of the segment process

Our further work will be strongly based on considering the segment process $(X_t : t \geq 0)$ in $D[-\alpha, 0]$ instead of the real-valued process $(X(t) : t \geq -\alpha)$. This approach is natural because the segment process is Markovian and turns out to be eventually Feller. These properties will pave the way for our further analysis.

In the case where $L$ is a Brownian motion the segment process is immediately a Feller process on the path space $C([-\alpha, 0])$, see Theorem III.3.1 in Mohammed [19], which is not true in our setting because of the discontinuity of the shift semigroup on $D[-\alpha, 0]$.

The following lemma establishes certain measurability and continuity properties of the segment process. For a continuous path space similar properties have been studied in Chapter 3.7 of Da Prato and Zabczyk [7] and Lemma II.2.1 in Mohammed [19] in Chapter 3.7.

**Lemma 3.2.** Let $(Y(t) : t \geq 0)$ be a stochastically continuous process with càdlàg paths. Then the segment process $(Y_t : t \geq \alpha)$ in $D[-\alpha, 0]$ is stochastically continuous as well. Moreover, there exists a jointly measurable modification of $(Y_t : t \geq \alpha)$.

**Proof.** Since the Borel-$\sigma$-algebra of $D[-\alpha, 0]$ coincides with the cylindrical $\sigma$-algebra generated by all point evaluations $\varphi \mapsto \varphi(c)$ for $\varphi \in D[-\alpha, 0]$ and arbitrary $c \in [-\alpha, 0]$ the segment $Y_t$ is a $D[-\alpha, 0]$-valued random variable.

For $h > 0$ we define the homeomorphism $\lambda_h : [-\alpha, 0] \to [-\alpha, 0]$ by $\lambda_h(s) := s - h$ for $s \in [-\alpha + 2h, -h]$ and affine respectively on $[-\alpha, -\alpha + 2h]$ such that $\lambda_h(-\alpha) = -\alpha$ and on $[-h, 0]$ such that $\lambda_h(0) = 0$. Then $\|\lambda_h - 1d\|_\infty \leq h$ and

$$
Y_{t+h}(\lambda_h(s)) = \begin{cases} 
  Y(s + t), & s \in [-\alpha + 2h, -h], \\
  Y(t + h + \lambda_h(s)), & s \in [-\alpha, -\alpha + 2h) \cup (-h, 0]. 
\end{cases}
$$

Therefore, we obtain

$$
\|s(Y_{t+h}, Y_t) \leq \|Y_{t+h} \circ \lambda_h - Y_t\|_\infty + \|\lambda_h - 1d\|_\infty \to |\Delta Y(t)| \quad \text{as} \quad h \downarrow 0.
$$
Hence, \( t \mapsto Y_t \) is right-continuous at \( t_0 \) if \( Y \) is continuous at \( t_0 \). Similarly, one can establish \( \lim_{h \to 0} d_3(Y_{t-h}, Y_t) \le |\Delta Y(t - \alpha)| \). We conclude that \( t \mapsto Y_t \) is stochastically continuous at \( t_0 \) if \( P(\Delta Y(t_0 - \alpha) \neq 0) = P(\Delta Y(t_0) \neq 0) = 0 \), which follows from the stochastic continuity of \( Y \).

Any stochastically continuous process with values in a Polish space has a jointly measurable modification, which is proved following [7, Prop. 3.2], but measuring the distance with the metric of this space. This gives the final assertion. \( \square \)

3.3. The Feller property

Basic tools for deriving the existence and uniqueness of invariant measures are the Feller and strong Feller property of the Markov semigroup defined by the segment process. We establish here the Markov property, the Feller property after time \( \alpha \) and give examples that the immediate Feller and the eventually strong Feller property fail in general. For our purposes the ordinary Markov property of the segment process will be sufficient, but the strong Markov property can also be derived following the lines of Chapter 9.2 in Da Prato and Zabczyk [7].

**Proposition 3.3.** Let \( X \) be the unique solution of (2.4). Then the segment process \((X_t : t \ge 0)\) is a Markov process on \( D[-\alpha, 0] \):

\[
P(X_t \in B \mid \mathcal{F}_s) = P(X_t \in B \mid X_s) \quad \text{P-a.s.}
\]

for all \( t \ge s \ge 0 \) and Borel sets \( B \in \mathcal{B}(D[-\alpha, 0]) \).

**Proof.** We fix \( u \ge 0 \) and consider for \( t \ge u \) the equation

\[
X^{u, \varphi}(t) = \varphi(0) + \int_u^t \int_{[-\alpha, 0]} X^{u, \varphi}(s + v) \mu(dv) \, ds + \int_u^t F(X^{u, \varphi})(s -) \, dL(s),
\]

\[
X^{u, \varphi}(m) = \varphi(m - u) \quad \text{for } m \in [u - \alpha, u] \text{ and } \varphi \in D[-\alpha, 0].
\]

We denote the unique strong solution by \((X^{u, \varphi}(t) : t \ge u - \alpha)\) and the segment process by \((X_t^{u, \varphi} : t \ge u)\).

We define \( \mathcal{G}_u := \sigma(L(s) - L(u) : s \ge u) \) which is independent of the \( \sigma \)-algebra \( \mathcal{F}_u \) from the given filtration. The solution \( X^{u, \varphi}(t) \) is \( \mathcal{G}_u \)-measurable for every \( t \ge u \) and, as in the proof of Lemma 3.2, it follows that the segment \( X_t^{u, \varphi} \) is \( \mathcal{G}_u \)-measurable as well. The uniqueness of the solution implies \( X(s) = X^{u, X_u}(s) \) for every \( s \ge u - \alpha \) and thus \( X_t = X_t^{u, X_u} \) for every \( t \ge u \) with probability one. By construction (cf. [22]) the solution process depends in a measurable way on the initial condition so that the function

\[
A : D[-\alpha, 0] \times \Omega \to \mathbb{R}, \quad A(\varphi, \omega) := 1_B(X_t^{u, \varphi}(\omega))
\]

is measurable for every \( B \in \mathcal{B}(D[-\alpha, 0]) \) and independent of \( \mathcal{F}_u \) for fixed \( \varphi \). An application of the factorisation lemma [8, Prop. 1.12] yields \( P \)-almost surely

\[
P(X_t \in B \mid \mathcal{F}_u) = \mathbb{E}[1_B(X_t^{u, X_u}) \mid \mathcal{F}_u] = \mathbb{E}[A(X_u, \cdot) \mid \mathcal{F}_u] = \mathbb{E}[A(\varphi, \cdot)]|_{\varphi=X_u},
\]

which ends the proof because the right-hand side is \( \sigma(X_u) \)-measurable. \( \square \)

Let us consider the Skorokhod topology on \( D[-\alpha, 0] \) and let \( B_b(D[-\alpha, 0]) \) denote the space of all real-valued functions which are Borel with respect to the Skorokhod topology and bounded, i.e. \( \sup(\{|f(\varphi)| : \varphi \in D[-\alpha, 0]\} < \infty \). Let \( C_b(D[-\alpha, 0]) \) denote its subspace of continuous
functions with respect to the Skorokhod topology on $D[-\alpha, 0]$. Due to Proposition 3.3 the operators
\[
P_{s,t} : B_b(D[-\alpha, 0]) \to B_b(D[-\alpha, 0]), \quad P_{s,t} f := \mathbb{E}[f(X_t^{s,\psi})]
\]
have the property that $P_{u,s} P_{t,s} = P_{u,t}$ for $0 \leq u \leq s \leq t$. By homogeneity we have $P_{s,t} = P_{0,t-s}$ for $0 \leq s \leq t$, cf. Thm. V.32 in Protter \[22\], and the operators $P_t := P_{0,t}$, $t \geq 0$, form a Markovian semigroup. The Markovian semigroup will be called eventually Feller if there exists a $t_0 \geq 0$ such that for any $f \in C_b(D[-\alpha, 0])$ the following two conditions are satisfied:
\[
P_t f \in C_b(D[-\alpha, 0]) \quad \text{for every } t \geq t_0,
\]
\[
\lim_{s \downarrow t} P_s f(\varphi) = P_t f(\varphi) \quad \text{for every } \varphi \in D[-\alpha, 0], \ t \geq t_0.
\]
By definition the solution $(X(t) : t \geq 0)$ has càdlàg paths and it is easily observed from \eqref{2.6} that it has no fixed times of discontinuity: $P(\Delta X(t) \neq 0) \leq P(\Delta L(t) \neq 0) = 0$. Hence, the process $(X(t) : t \geq 0)$ is stochastically continuous. By Lemma 3.2 so is the segment process $(X_t : t \geq \alpha)$ and thus condition \eqref{3.3} is fulfilled for $t_0 = \alpha$. The semigroup is not stochastically continuous for $t_0 < \alpha$ and condition \eqref{3.2} fails for $t_0 < \alpha$ due to the discontinuity of the shift semigroup, as the following example demonstrates.

Consider $0 < \beta < \alpha$ and the initial functions $\varphi^n := 1_{[-\beta(1-n^{-1}), 0]}$ which for $n \to \infty$ converge in $D[-\alpha, 0]$ to $\varphi^\infty := 1_{[-\beta, 0]}$. The corresponding solution segments $X^n_t$, for an arbitrary specification of $F$ and $L$ in the differential equation, satisfy $X^n_{\alpha-\beta}(-\alpha) = \varphi^n(-\beta) = 0$, while $X^n_{\alpha-\beta}(-\beta) = 1$ holds. Hence, $dS(X^n_{\alpha-\beta}, X^n_{\alpha-\beta}) \geq 1$, which implies that $\varphi \mapsto P_t f(\varphi)$ is not continuous for $f(\psi) := |\psi(-\alpha)| \wedge 1 \in C_b(D[-\alpha, 0])$ and any time $t \in (0, \alpha)$. Similarly, $t \mapsto P_t f(\varphi^\infty)$ is seen to be discontinuous at $t = \alpha - \beta$.

We now establish condition \eqref{3.2} for $t_0 = \alpha$ by showing even more, namely that $\varphi \mapsto (X(t, \varphi) : t \in [0, T])$ is continuous from $D[-\alpha, 0]$ to the space of càdlàg processes with the uniform convergence on $[0, T]$ in probability, which is stronger than convergence in the Skorokhod topology in law. We start with a norm estimate in the spirit of Émery’s inequality before proving the main result. In accordance with Section V.2 in Protter \[22\] we employ the following norms for semimartingales $(Z(t) : t \geq 0)$ and adapted càdlàg processes $(Y(t) : t \geq 0)$:
\[
\|Y\|_{S^2[0,T]} := \mathbb{E} \left[ \sup_{0 \leq t \leq T} Y(t)^2 \right],
\]
\[
\|Z\|_{H^2[0,T]} := \inf \left\{ \mathbb{E}[M, M]_T + \mathbb{E}[\text{TV}(A)(T)^2] \right\},
\]
where the infimum is taken over all possible decompositions $Z = M + A$ where $M$ is a local martingale and $A$ a bounded variation process with $M(0) = A(0) = 0$. The total variation of $A$ on $[0, T]$ is denoted by TV$(A)(T)$.

The quadratic variation process is defined by $[Z, Z] := Z^2 - \int Z(s-) \, dZ(s)$. On the basis of these norms the spaces $H^2[0, T]$ and $S^2[0, T]$ are constructed canonically. Moreover, they are Banach spaces, and $H^2[0, T]$ is continuously embedded in $S^2[0, T]$.

**Lemma 3.4.** Suppose the Lévy process $L$ has a finite second moment and $(H(t) : 0 \leq t \leq T)$ is an adapted càdlàg process with $\int_0^T \mathbb{E}[H(t)^2] \, dt < \infty$. Then
\[
\left\| \int_0^T H(s-) \, dL(s) \right\|_{H^2[0,T]}^2 \leq \left( \sigma^2 + \int x^2 \nu(dx) + (\mathbb{E} L(1))^2 T \right) \int_0^T \mathbb{E}[H(t)^2] \, dt.
\]
Proof. This follows from the decomposition $L(t) = M(t) + tE_L(1)$ with $M$ a square integrable martingale. □

The surprising result of the next proposition, which says that convergence of the initial conditions in Skorokhod metric implies uniform convergence of the solution processes, is essentially due to the fact that the driving Lévy process is a semimartingale without fixed time of discontinuity.

**Proposition 3.5.** Assume $F : D[−\alpha, \infty) \to D[−\alpha, \infty)$ is continuous with respect to the Skorokhod metric and satisfies (2.5). Let $X^n$ be the solution of Eq. (2.4) with deterministic initial segment $\varphi^n$, let $\varphi^n \to \varphi$ in $D[−\alpha, 0]$ and let $X$ be the solution with initial segment $\varphi$. Then $(X^n(t) : t \geq 0)$ converges to $(X(t) : t \geq 0)$ uniformly on compact sets in probability.

**Proof.** We consider first a stopping time $R$ such that the process $L^{R-}$ is $\alpha$-sliceable for some suitably small $\alpha > 0$ in the sense of [22].

In analogy to [22, Thm. V.10] we use the representation (2.6) and put

$$ Y^n(t) := \int_0^t (G_\varphi(X) - G_{\varphi^n}(X))(s) \, ds + \int_0^t (H_\varphi(X) - H_{\varphi^n}(X))(s-) \, dL^{R-}(s), $$

$$ G^n(U)(t) := G_{\varphi^n}(X)(t) - G_{\varphi^n}(X - U)(t), $$

$$ H^n(U)(t) := H_{\varphi^n}(X)(t) - H_{\varphi^n}(X - U)(t), $$

$t \geq 0$, to obtain for $U^n := X - X^n$ the equation

$$ U^n(t) = \varphi(0) - \varphi^n(0) + Y^n(t) + \int_0^t G^n(U^n)(s) \, ds + \int_0^t H^n(U^n)(s-) \, dL^{R-}(s). $$

Since $L^{R-}$ is $\alpha$-sliceable, [22, Lemma V.3.2], extended to two driving semimartingales, yields that the solution $U^n$ of this equation satisfies $\|U^n\|_{S^2[0,T]} \leq C \|\varphi(0) - \varphi^n(0) + Y^n\|_{S^2[0,T]}$ for any $T > 0$ with a constant $C > 0$ depending on the process $L^{R-}$ and a uniform bound for the Lipschitz constants of $G_{\varphi^n}$ and $H_{\varphi^n}$. The Skorokhod metric ensures $\varphi^n(0) \to \varphi(0)$, so that $\|U^n\|_{S^2[0,T]} \to 0$ follows if $Y^n$ tends to zero in $S^2[0,T]$. The latter is fulfilled if

$$ E \left[ \int_0^T (G_\varphi(X)(t) - G_{\varphi^n}(X)(t))^2 + (H_\varphi(X)(t) - H_{\varphi^n}(X)(t))^2 \, dt \right] $$

(3.4)

tends to $0$ as $n \to \infty$, due to the continuous embedding $H^2 \hookrightarrow S^2$ from [22, Thm. V.2] and Lemma 3.4 with the additional observation that $\|\int_0^T J(s-) \, dL^{R-}(s)\|_{H^2[0,T]} \leq \|\int_0^T J(s-) \, dL(s)\|_{H^2[0,T]}$ for any process $J \in S^2[0,T]$. Let $\omega$ be fixed for the moment. The functions $H_{\varphi^n}(X(\omega))$ converge in the Skorokhod topology to $H_\varphi(X(\omega))$, which implies convergence in $L^2[0,T]$. Concerning the sequence $G_{\varphi^n}$ we have

$$ \int_0^T (G_{\varphi^n}(X(\omega))(t) - G_\varphi(X(\omega))(t))^2 \, dt = \int_{[-\alpha,0]} \int_{[-\alpha,0]} \int_0^T (\varphi_n(t+u) - \varphi(t+u))(\varphi_n(t+v) - \varphi(t+v))1_{[-\alpha,-\alpha]}(u)1_{[-\alpha,-\alpha]}(v) \, dt \, \mu(du) \, \mu(dv). $$

This expression converges to zero as $n \to \infty$, since the Skorokhod convergence of $\varphi^n$ to $\varphi$ implies $\varphi_n \to \varphi$ Lebesgue a.e. and the sequence $(\varphi_n)_n$ is uniformly bounded. Again by [22, Lemma V.3.2] and Lemma 3.4 the solution process $X$ is an element of $S^2[0,T]$, whence by the uniform linear growth of $(G_{\varphi^n})$ and $(H_{\varphi^n})$ the argument inside the expectation in (3.4)
is dominated by a $P$-integrable function. The Dominated Convergence Theorem thus gives the convergence in (3.4) such that $\|X - X^n\|_{S^2(0,T]} = \|U^n\|_{S^2(0,T)} \to 0$ for any $T > 0$.

Next, let $L$ be an arbitrary Lévy process. According to [22, Theorem V.5, p. 192] there exist stopping times $0 = T_0 \leq T_1 \leq T_2 \leq \cdots$ such that $\sup\ell T_\ell = \infty$ a.s. and $L^{T_\ell}$ is $\alpha$-sliceable for each $\ell$. Consider Eq. (2.4) with $L$ replaced by $L^{T_\ell}$ and let $X_n,\ell$ denote the solution with initial segment $\varphi_n$ and let $X^{\infty,\ell}$ denote the solution with initial segment $\varphi$, for $n, \ell \in \mathbb{N}$. We have shown above that $X^{n,\ell}_t \to X^{\infty,\ell}$ uniformly on compact sets in probability for every $\ell$. Further, it is clear from the equation that $X^{n,\ell}_t = (X^n_T)^{T_\ell}$. Let now $t > 0, r > 0$, and $\varepsilon > 0$ be arbitrary. Choose an $\ell$ such that $P(T_\ell < t) < \varepsilon/2$. Then

$$P\left( \sup_{0 \leq s \leq t} |X^n(s) - X(s)| \geq r \right)$$

$$\leq P\left( \sup_{0 \leq s \leq t} |X^n(s) - X(s)| \geq r \text{ and } T_\ell \geq t \right) + P(T_\ell < t)$$

$$\leq P\left( \sup_{0 \leq s \leq t} |X^{n,\ell}(s) - X^{\infty,\ell}(s)| \geq r \right) + \varepsilon/2 < \varepsilon$$

for $n$ large. Hence $X^n \to X$ uniformly on compact sets in probability. □

Let us finally show that in general we cannot expect the solution to be eventually strongly Feller, which is characterised by the existence of a $t_0 > 0$ such that for all $f \in B_b(D[-\alpha, 0])$

$$P_t f \in C_b(D[-\alpha, 0]) \text{ for every } t \geq t_0.$$  

Using indicator functions for $f$, this implies

$$\varphi \mapsto P(X_t(\varphi) \in B) \in C_b(D[-\alpha, 0]) \text{ for every } B \in \mathcal{B}(D[-\alpha, 0]), \; t \geq t_0.$$  

Suppose the functional $F$ in the Eq. (2.4) is of the form $F(\psi)(t) = f(\psi(t - \alpha))$ for $t \geq 0$ and $F(\psi)(t) = 0$ for $t < 0$, with a Lipschitz-continuous homeomorphism $f : \mathbb{R} \to (a, b), \; b > a > 0$, and consider the case where $L$ is standard Brownian motion. Then the quadratic variation $\langle X_t \rangle$ of the solution segment $X_t, t \geq \alpha$, satisfies

$$\langle X_t \rangle_u = \int_0^{t+u} f^2(X(s - \alpha)) \, ds \quad P\text{-a.s. for } u \in [-\alpha, 0].$$

Since both sides of the equation are continuous in $u$ for continuous $X$, there is one $P$-null exception set for all $u \in [-\alpha, 0]$. Consider the map

$$V(\varphi)(u) := f^{-1}\left(\left(\frac{d(\varphi)}{du}\right)^{1/2}\right), \quad u \in [-\alpha, 0],$$

defined on the functions $\varphi$ with finite quadratic variation such that $\frac{d(\varphi)}{du} \in (a^2, b^2)$ for Lebesgue-almost every $u \in [-\alpha, 0]$. We have $P(V(X_t)(u) = X(t + u - \alpha), \; u \in [-\alpha, 0]) = 1$ for all $t \geq \alpha$. Iterating this map, we can recover with probability one the initial segment $X_0$ from observing $X_m\alpha$ since $V^m(X_m\alpha) = X_0$ for every integer $m$. This identifiability property shows that the laws of the segments $X_m\alpha(\varphi_1)$ and $X_m\alpha(\varphi_2)$ for different initial segments $\varphi_1$ and $\varphi_2$ must be singular. Hence, there is a contradiction to the strong Feller property at $t_0 = m\alpha$, which asserts the continuous dependence of the laws on the initial condition.
In fact, this example even shows that the Markov semigroup is not eventually regular in the sense of Da Prato and Zabczyk [8]. We shall see in Section 5.2 that this counterexample is due to the delay in the diffusion coefficient.

4. Existence of a stationary solution

4.1. Tightness

We establish the tightness of the laws \( \{ \mathcal{L}(X_t) \}_{t \geq 0} \) in \( D[-\alpha, 0] \) by considering the semimartingale characteristics. Recall that \((b, \sigma^2, \nu)\) denotes the Lévy–Khintchine characteristic of the Lévy process \( L \).

**Assumption 4.1.**

(a) The delay measure \( \mu \) in the drift satisfies \( v_0(\mu) < 0 \) with \( v_0 \) from Eq. (2.3).
(b) The jump measure \( \nu \) satisfies

\[
\int |x| > 1 \log |x| \nu(dx) < \infty.
\]

(c) The coefficient \( F \) in Eq. (2.4) is functional Lipschitz, uniformly bounded and autonomous.

Condition (a) yields the exponential decay of the fundamental solution, while condition (b) ensures that \( \int_0^t f(s) \, dL(s) \), for exponentially decaying functions \( f \) of locally bounded variation, converges in law as \( t \to \infty \) and is already for constant \( F \) necessary for the existence of a stationary solution, as was shown by Gushchin and Küchler [11], cf. also Thm. 4.3.17 in Applebaum [2]. In condition (c) restrictions on \( F \) are imposed such that the differential equation is autonomous, has a unique solution and the impact of the driving process cannot become too large. For the latter the imposed boundedness of \( F \) can certainly be relaxed considerably, but will then depend on the large jumps of \( L \), that is, on fine properties of \( \nu \).

**Proposition 4.2.** Grant Assumption 4.1. Then the solution process \((X(t) : t \geq -\alpha)\) of (2.4) with initial condition \( X_0 = 0 \) has one-dimensional marginal laws \( \{ \mathcal{L}(X_t) \}_{t \geq 0} \) that are tight.

**Proof.** Let us split the Lévy process \( L \) into two parts, one of them consisting of jumps of size larger than one:

\[
L(t) = N(t) + R(t) \quad \text{with} \quad N(t) = \sum_{s \leq t} \Delta L(s) \mathbf{1}_{|\Delta L(s)| > 1}.
\]

Then the variation of constants formula (3.1) yields \( X = Y + Z \) with

\[
Y(t) := \int_0^t r(t - s) F(X)(s- \, dN(s), \quad t \geq 0,
\]

and

\[
Z(t) := \int_0^t r(t - s) F(X)(s-) \, dR(s), \quad t \geq 0.
\]

Tightness of \((X(t) : t \geq 0)\) will follow from tightness of \( Y \) and \( Z \).

The fundamental solution \( r \) decays exponentially with \( |r(t)| \leq c e^{-\beta t} \) for some constants \( c, \beta > 0 \) due to Assumption 4.1(a). Considering \( Y \) first, we obtain for any \( K > 0 \) with \( m := \sup_{\psi} |F(\psi)(0)| \) by time reversal for the compound Poisson process \( N \) the estimate

\[
P(|Y(t)| > K) \leq P \left( \sum_{s \leq t} |r(t - s) F(X)(s- \Delta N(s)| > K \right).
\[ \begin{align*}
\leq & P \left( \sum_{s \leq t} c e^{-\beta(t-s)} m |\Delta N(s)| > K \right) \\
= & P \left( \sum_{s \leq t} e^{-\beta s} |\Delta N(s)| > \frac{K}{cm} \right).
\end{align*} \]

The tightness for $Y$ follows from the tightness of $\sum_{s \leq t} e^{-\beta s} |\Delta N(s)|$ which has been established in [11, Lemma 4.3] under Assumption 4.1(b).

Since $R$ is a Lévy process with bounded jumps its canonical decomposition is, by means of [2, p. 103], of the simple form $R(t) = R_0(t) + t E R(1)$ where $(R_0(t) : t \geq 0)$ is a square-integrable martingale. We split $Z$ into the sum $Z = Z_0 + Z_1$ with

\[ Z_0(t) := \int_0^t r(t-s) F(X(s-)) dR_0(s), \quad t \geq 0, \]

and

\[ Z_1(t) := \mathbb{E}[R(1)] \int_0^t r(t-s) F(X(s-)) ds, \quad t \geq 0. \]

For $Z_1$ we easily obtain $P(|Z_1(t)| > K) \leq P(cm^{-1} |\mathbb{E}[R(1)]| > K) = 0$ for $K$ sufficiently large, implying tightness of $Z_1$. As in Lemma 3.4 we obtain

\[ \mathbb{E}[Z_0(t)]^2 \leq \left( \sigma^2 + \int_{|x| \leq 1} x^2 v(dx) \right) m^2 \int_0^t r^2(t-s) ds, \quad t \geq 0. \]

Hence by the exponential decay of $r$, the sequence $(Z_0(t))_{t \geq 0}$ is bounded in $L^2(\Omega)$ and thus tight. \hfill \Box

**Proposition 4.3.** In the setting of Proposition 4.2 we have that the laws $\{\mathcal{L}(X(t+s) - X(t), s \in [0, \alpha])\}_{t \geq 0}$ are tight in $D[0, \alpha]$.

**Proof.** We are led to consider for $t \geq 0$ and $s \in [0, \alpha]$

\[ Y_t(s) := X(t+s) - X(t) \]

\[ = \int_t^{t+s} \left( \int_{|u| \leq 1} X(u+v) \mu(dv) \right) du + \int_t^{t+s} F(X(u-)) dL(u). \]

Let us introduce for $t \geq 0$ the semimartingale $(I_t(s) : s \in [0, \alpha])$ by letting

\[ I_t(s) := \int_t^{t+s} F(X(u-)) dL(u) \quad \text{for } s \in [0, \alpha]. \]

Now, either by following the lines in [13, III.2.c] and using the Lévy–Itô decomposition or by applying [23, Prop. 7.6] the semimartingale characteristic $(B_l, C_l, \nu_l)$ of $(I_t(s) : s \in [0, \alpha])$ is found to be

\[ B_l(s) = \int_t^{t+s} \left( b F(X(u-)) \right. \]

\[ + \left. \int x F(X(u-)) \left( I_{(-1,1)}(x F(X)(u-)) - I_{(-1,1)}(x) \right) \nu(dx) \right) du, \]

\[ C_l(s) = \sigma^2 \int_t^{t+s} F^2(X(u-)) du, \]

\[ \nu_l(ds, dx) = ds \times K_l(X, t+s, dx), \]
where for $y \in D[-\alpha, \infty)$, $u \geq t$ and a Borel set $A \in \mathcal{B}(\mathbb{R})$

$$K_{I_t}(y, u, A) := \int \mathbf{1}_{A \setminus [0]} (F(y)(u-)x) \nu(dx).$$

Hence, the semimartingale $(Y_t(s) : s \in [0, \alpha])$ has the characteristic $(B_{Y_t}, C_{Y_t}, \nu_{Y_t})$ with $C_{Y_t} = C_{I_t}$, $\nu_{Y_t} = \nu_{I_t}$ and

$$B_{Y_t}(s) = B_{I_t}(s) + \int_t^{t+s} \left( \int_{[\alpha, 0]} X(u + v) \mu(dv) \right) du.$$

We prove the tightness of $(Y_t)_{t \geq 0}$ by means of [13, Thm. VI.4.18] and [13, VI.4.20]. For that we have to verify that

$$a_{Y_t}(s) := TV(B_{Y_t})(s) + C_{Y_t}(s) + \int_{[0, s] \times \mathbb{R}} (|x|^2 \wedge 1) \nu_{Y_t}(du, dx), \quad s \in [0, \alpha],$$

forms a tight sequence $(a_{Y_t})_{t \geq 0}$ of processes and all limit points of the sequence $\{\mathcal{L}(a_{Y_t})\}_{t \geq 0}$ as $t \to \infty$ are laws of continuous processes. According to [13, Prop. VI.3.33 and VI.3.35] this will follow if there exist some increasing processes $(A_{Y_t})_{t \geq 0}$ satisfying these conditions and in addition $A_{Y_t} - a_{Y_t}$ defines for every $t \geq 0$ an increasing process, since $a_{Y_t}(s) \geq 0 \ a.s.$ for all $s \in [0, \alpha]$, $t \geq 0$. To obtain such processes $(A_{Y_t}(s) : s \in [0, \alpha])$, we estimate

$$TV(B_{Y_t})(s) = \int_t^{t+s} \left[ \int_{[\alpha, 0]} X(u + v) \mu(dv) + bF(X)(u-) 
+ \int_{\mathbb{R}} xF(X)(u-) \left( \mathbf{1}_{(-1, 1)}(xF(X)(u-)) - \mathbf{1}_{(-1, 1)}(x) \right) \nu(dx) \right] du
$$

$$\leq \int_t^{t+s} \left( \left[ \int_{[\alpha, 0]} X(u + v) \mu(dv) \right] + |b| m + c \right) du,$$

where $m := \sup_{\psi} |F(\psi)(0)|$ and the finite constant $c$ is defined by

$$c := \int_{\frac{1}{m} \leq |x| < 1} m |x| \nu(dx) + \nu(\mathbb{R} \setminus (-1, 1)).$$

Therefore, the process $a_{Y_t}$ is majorised by

$$A_{Y_t}(s) := \int_t^{t+s} \left[ \int_{[\alpha, 0]} X(u + v) \mu(dv) \right] du
+ s \left( |b| m + c + \alpha^2 m^2 + \int_{\mathbb{R}} ((m^2 x^2) \wedge 1) \nu(dx) \right) \quad \text{for } s \in [0, \alpha]$$

and $A_{Y_t} - a_{Y_t}$ is increasing, which can be seen by some similar estimates. Since $A_{Y_t}$ is continuous and only depends on $t$ in the first term, it suffices to prove tightness in $C[0, \alpha]$ of the first term:

$$J_{Y_t}(s) := \int_t^{t+s} \left[ \int_{[\alpha, 0]} X(u + v) \mu(dv) \right] du \quad \text{for } s \in [0, \alpha].$$

Recalling $r(u) = 0$ for $u < 0$, we obtain by the variation of constants formula

$$I(u) := \int_{[\alpha, 0]} X(u + v) \mu(dv)$$
\[= \int_{[-\alpha,0]} \left( \int_0^u r(u + v - s) F(X(s) -) L(ds) \right) \mu(dv) \]
\[= \int_0^u \dot{r}(u - s) F(X(s) -) dL(s). \]

To prove tightness of the absolutely continuous processes \((J_Y)_{t \geq 0}\), it suffices to show that the process \((I(t + s) : s \in [0, \alpha])_{t \geq 0}\) is bounded in probability in \(C[0, \alpha]\), that is,
\[\lim_{K \to \infty} \sup_{t \geq 0} P \left( \sup_{t \leq u \leq t + \alpha} |I(u)| > K \right) = 0. \tag{4.1}\]

Note that we have the exponential decay estimate \(|\dot{r}(t)| \leq c'e^{-\beta t}|. Decomposing \(L\) into its drift, diffusion, and large and small jump parts, it is clear that only integration with respect to the large jump part \(N\) may pose problems. As in the proof of Proposition 4.2, however, the restriction on the large jumps in \(L\) and the finite intensity of \(N\) yield in a similar manner
\[\sup_{t \leq u \leq t + \alpha} \left| \int_0^u \dot{r}(u - s) F(X(s) -) dN(s) \right| \leq \sum_{s \leq t + \alpha} c'me^{-\beta(t-s)}|\Delta N(s)|\]
and the tightness of the right-hand side by [11, Lemma 4.3]. Thus we infer (4.1). \(\Box\)

**Theorem 4.4.** Grant Assumption 4.1. Then for the solution process \((X(t) : t \geq -\alpha)\) of (2.4) with initial condition \(X_0 = 0\) the laws of the segments \(\{L(X_t)\}_{t \geq \alpha}\) are tight in \(D[-\alpha,0]\).

**Proof.** If we let \(Z_t(s) := X(t - \alpha)\) for \(s \in [-\alpha,0]\), then the processes \((Z_t)_{t \geq 0}\) of constant functions are tight in \(C[-\alpha,0]\) by Proposition 4.2. On the other hand, \(\{L(X_t - Z_t)\}_{t \geq \alpha}\) are tight in \(D[-\alpha,0]\) by Proposition 4.3 applying the time shift \(t \mapsto t - \alpha\). Therefore the sum \((\tilde{X}_t - Z_t) + Z_t\) is tight in \(D[-\alpha,0]\) using the result in [13, VI.3.33(a)]. \(\Box\)

4.2. From tight solutions to stationary solutions

We use the construction due to Krylov and Bogoliubov, see for example Da Prato and Zabczyk [8]. For the reader’s convenience we include a proof, which is tailored for our purposes. Consider Eq. (2.4) and its Markovian semigroup \((P_t)_{t \geq 0}\) as defined below Proposition 3.3. Denote by \(\mathcal{P} = \mathcal{P}(D[-\alpha,0])\) the set of Borel probability measures on \(D[-\alpha,0]\), endowed with the topology of weak convergence of measures. Let \((\cdot,\cdot)\) denote the duality pairing of \(\mathcal{P}\) and \(B_b := B_b(D[-\alpha,0])\) given by \((\xi, f) = \int f \, d\xi, \xi \in \mathcal{P}, f \in B_b\). Define for \(t \geq 0\) and \(\xi \in \mathcal{P}\) the functional \(P_t^*\xi\) by
\[(P_t^*\xi) f := (\xi, P_t f), \quad f \in B_b.\]

If \(\xi\) is the distribution of an initial segment \(\Phi\), then \(P_t^*\xi\) is the distribution of \(X_t(\Phi)\), since
\[
(P_t^*\xi, f) = \int \mathbb{E}[f(X_t(\varphi))] \, \xi(d\varphi) = \mathbb{E}[\mathbb{E}[f(X_t(\Phi))|\mathcal{F}_0]] = \mathbb{E}[f(X_t(\Phi))],
\]
for \(f \in B_b\). A measure \(\xi \in \mathcal{P}\) is called an invariant measure or stationary distribution of (2.4) if \(P_t^*\xi = \xi\) for all \(t \geq 0\), that is, \((\xi, P_t f) = (\xi, f)\) for all \(f \in B_b\) and all \(t \geq 0\).

It follows from Lemma 3.2 that \(t \mapsto P_t^*\xi\) is a continuous map from \([\alpha, \infty)\) to \(\mathcal{P}\) and moreover \(P_{t+s}^*\xi = P_s^* P_t^*\xi\) for \(s, t \geq 0\). Further, \(P_t\) maps \(C_b := C_b(D[-\alpha,0])\) into \(C_b\) for all \(t \geq \alpha\), by Proposition 5.5.

Because of Theorem 4.4, the next theorem follows from Theorem 4.6 below.
Theorem 4.5. Grant Assumption 4.1. Then there exists a stationary distribution for (2.4).

Theorem 4.6. If for some $\zeta \in \mathcal{P}$ the set $\{P_t^* \zeta : t \geq \alpha\}$ is tight, then there exists an $\eta \in \mathcal{P}$ such that $P_t^* \eta = \eta$ for all $t \geq 0$. Moreover, $\eta$ is an element of the closed convex hull of $\{P_t^* \zeta : t \geq \alpha\}$ in $\mathcal{P}$.

Proof. Define for convenience $T_t := P_{t+\alpha}$ and $\zeta(t) := T_t^* \zeta$, $t \geq 0$. By standard arguments it follows that there exists a unique $\vartheta_t$ in the closed convex hull of $\{P_t^* \zeta : t \geq \alpha\}$ in $\mathcal{P}$ such that
\[
\langle \vartheta_t, f \rangle = \frac{1}{t} \int_0^t \langle \zeta(s), f \rangle \, ds \quad \text{for all } f \in C_b.
\]

Since $\{\zeta(s) : s \geq 0\}$ is tight, its convex hull is tight and hence relatively compact in $\mathcal{P}$ by Prohorov’s Theorem. Thus the set $\{\vartheta_t : t \geq 0\}$ is contained in a compact set and therefore there exist a sequence $t_n \uparrow \infty$ and a measure $\eta \in \mathcal{P}$ such that $\vartheta_{t_n} \to \eta$.

Finally, for $t \geq \alpha$ and $f \in C_b$ we have
\[
\lim_{n \to \infty} \frac{1}{t_n} \int_0^{t_n} \langle \zeta(t+s), f \rangle \, ds = \lim_{n \to \infty} \frac{1}{t_n} \int_0^{t_n} \langle T_{s}^* P_t f, \eta \rangle \, ds = \langle \eta, P_t f \rangle
\]
and on the other hand
\[
\frac{1}{t_n} \int_0^{t_n} \langle \zeta(t+s), f \rangle \, ds = \frac{1}{t_n} \int_0^{t_n} \langle \zeta(s), f \rangle \, ds - \frac{1}{t_n} \int_0^{t} \langle \zeta(s), f \rangle \, ds + \frac{1}{t_n} \int_{t_n}^{t_n+t} \langle \zeta(s), f \rangle \, ds,
\]
which converges to $\langle \eta, f \rangle$ as $n \to \infty$. Hence, $P_t^* \eta = \eta$ and it follows that $P_t^* \eta = P_t^* (P_{\alpha}^* \eta) = P_{t+\alpha}^* \eta = \eta$, for every $t \geq 0$. □

We remark that the proof given above remains true in a more general setting. Indeed, we need only to replace $D[-\alpha, 0]$ by an arbitrary separable metric space $E$ and assume that $(T_t)_{t \geq 0}$ is a family of bounded linear operators on $C_b(E)$ such that $T_{s+t+\alpha} = T_s T_t$ for all $s, t \geq 0$, that for some $\zeta \in \mathcal{P}(E)$ one has that $T_t^* \zeta \in \mathcal{P}(E)$ for all $t \geq 0$, that the map $t \mapsto \langle T_t^* \zeta, f \rangle$ is measurable from $[0, \infty)$ to $\mathbb{R}$ for all $f \in C_b(E)$, and that the set $\{T_t^* \zeta : t \geq 0\}$ is tight.

5. Uniqueness of the stationary solution

As we have seen, the Markovian semigroup is in general not eventually strongly Feller so that a main tool for establishing uniqueness of the invariant measure is not available. Moreover, when considered as a stochastic evolution equation, the generator of the deterministic equation (2.1) is only eventually compact (see [9]) and the Markov semigroup is only weakly continuous with a generator which is analytically not easily tractable (see [19]). Hence, typical analytical methods for proving uniqueness (see [17] for a survey) cannot be easily applied either.

We therefore consider several specific cases where uniqueness can be proved nevertheless: for small Lipschitz constants by a contraction argument, in the Wiener case for non-delayed diffusion coefficients by establishing the strong Feller property via Girsanov’s Theorem and for compound Poisson driving processes and non-delayed drift terms by studying the deterministic behaviour between the jumps. After that, we relax the requirements and show that in full generality second-order uniqueness holds up to a constant factor. We conclude by giving an example where the invariant measures are not unique.
5.1. Small Lipschitz constants

If the function $F$ is not too far from being constant, as measured by the Lipschitz constant, then uniqueness holds. The upper bound for the Lipschitz constant below can be reconstructed by our proof, but it is certainly not the best possible.

**Theorem 5.1.** Grant Assumption 4.1 and suppose that the Lévy process has finite second moments. If the Lipschitz constant $K$ of $F$ in (2.5) is sufficiently small then the laws of all stationary solutions $X$ of (2.4) coincide.

**Proof.** Let $X$ and $Y$ be two stationary solutions with corresponding initial conditions $X_0$ and $Y_0$. As mentioned above Proposition 5.7 the moments $\mathbb{E}\|X_0\|_\infty^2$ and $\mathbb{E}\|Y_0\|_\infty^2$ are finite.

As $v_0(\mu) < 0$ the fundamental solution $r$ decays exponentially with $|r(t)| \leq c e^{-\beta t}$, $\int_0^\infty r^2(s) \exp(2\beta s) \, ds < \infty$, and $\int_0^\infty \dot{r}^2(s) \exp(2\beta s) \, ds < \infty$ for some constants $c$, $\beta > 0$. We choose an arbitrary constant $\gamma \in (0, \beta)$ and we let $Z(u) := F(X(u)) - F(Y(u))$ for convenience. By use of the decomposition $L(t) = M(t) + \mathbb{E}[L(1)] t$ with a martingale $M$, the variation of constants formula implies for $t \geq \alpha$:

$$
\mathbb{E} \left[ \sup_{t-\alpha \leq s \leq t} \left| e^{\gamma s} (X(s) - Y(s)) \right|^2 \right] \leq 3 \mathbb{E} \left[ \sup_{t-\alpha \leq s \leq t} \left| e^{\gamma s} x(s, X_0 - Y_0) \right|^2 \right]
$$

$$
+ 3 \mathbb{E} \left[ \sup_{t-\alpha \leq s \leq t} \left| \int_0^s e^{\gamma s} r(s-u) Z(u-) \, dM(u) \right|^2 \right]
$$

$$
+ 3(\mathbb{E}[L(1)])^2 \mathbb{E} \left[ \sup_{t-\alpha \leq s \leq t} \left| \int_0^s e^{\gamma s} r(s-u) Z(u-) \, du \right|^2 \right]. \quad (5.1)
$$

An application of representation (2.2) yields

$$
\mathbb{E} \left[ \sup_{t-\alpha \leq s \leq t} \left| e^{\gamma s} x(s, X_0 - Y_0) \right|^2 \right] \leq d \mathbb{E} \|X_0 - Y_0\|_\infty^2 \quad (5.2)
$$

for a finite constant $d$ depending only on the measure $\mu$. Let $r_1$ be the function defined by $r_1(s) := r(s) \exp(\gamma s)$. Then we obtain for the second term in (5.1)

$$
\mathbb{E} \left[ \sup_{t-\alpha \leq s \leq t} \left| \int_0^s e^{\gamma s} r(s-u) Z(u-) \, dM(u) \right|^2 \right]
$$

$$
= \mathbb{E} \left[ \sup_{t-\alpha \leq s \leq t} \left| \int_0^s \left( r_1(0) + \int_0^{s-u} \dot{r}_1(m) \, dm \right) e^{\gamma u} Z(u-) \, dM(u) \right|^2 \right]
$$

$$
\leq 2 \mathbb{E} \left[ \sup_{t-\alpha \leq s \leq t} \left| \int_0^s e^{\gamma u} Z(u-) \, dM(u) \right|^2 \right]
$$

$$
+ 2 \mathbb{E} \left[ \sup_{t-\alpha \leq s \leq t} \left| \int_0^s \left( \int_0^{s-m} e^{\gamma u} Z(u-) \, dM(u) \right) \dot{r}_1(m) \, dm \right|^2 \right]. \quad (5.3)
$$

By Lemma 3.4 the first term in (5.3) can be estimated by

$$
\mathbb{E} \left[ \sup_{t-\alpha \leq s \leq t} \left| \int_0^s e^{\gamma u} Z(u-) \, dM(u) \right|^2 \right]
$$
that the Markov semigroup generate a Markov semigroup on $C$. The last term in (5.3) result in

$$
E \left[ \sup_{t - \alpha \leq s \leq t} \left| \int_0^s \left( \int_0^{s-m} e^{\gamma u} Z(u-) \, dM(u) \right) \dot{r}_1(m) \, dm \right|^2 \right] 
$$

$$
\leq E \left[ \sup_{t - \alpha \leq s \leq t} \int_0^s e^{2\delta m} |\dot{r}_1(m)|^2 \, dm \int_0^s \left| \int_0^{s-m} e^{\gamma u} Z(u-) \, dM(u) \right|^2 e^{-2\delta m} \, dm \right] 
$$

$$
\leq d_1 e^{-2\delta(t-\alpha)} E \left[ \sup_{t - \alpha \leq s \leq t} \int_0^s \left| \int_0^{s-m} e^{\gamma u} Z(u-) \, dM(u) \right|^2 e^{2\delta m} \, dm \right] 
$$

$$
\leq d_1 e^{2\delta \alpha} \left( \sigma^2 + \int x^2 \, dv(dx) \right) \left( \int_0^\infty e^{-2\delta m} \, dm \right) \int_0^t e^{2\gamma u} E |Z(u-)|^2 \, du, 
$$

where we obtained the last line by Lemma 3.4. The last term in (5.1) can be estimated similarly by Hölder’s inequality and a parameter transformation to the second term in (5.3) result in

$$
E \left[ \left| \int_0^s e^{\gamma s} r(s - u) Z(u-) \, du \right|^2 \right] 
$$

$$
\leq \left( \int_0^\infty e^{2\gamma u} |r(u)|^2 \, du \right) \int_0^t e^{2\gamma u} E |Z(u-)|^2 \, du.
$$

By collecting the inequalities (5.2)–(5.6), using the Lipschitz condition (2.5) and applying Gronwall’s Lemma we conclude that $E\|X_s - Y_s\|^2_\infty \to 0$ for $s \to \infty$ if the Lipschitz constant $K$ is sufficiently small. Consequently, the laws of $X_0$ and $Y_0$ coincide, which completes the proof. □

5.2. Non-delayed diffusion coefficient

We have seen in Section 3.3 that the Markov semigroup $(P_t)_{t \geq 0}$ of the solution segments is in general not eventually strong Feller. This is only an effect due to the delay in the diffusion term and cannot be caused by a delayed drift for the Wiener-driven case, as we shall see now. Let us consider as special case of Eq. (2.4)

$$
dX(t) = \left( \int_{[-\alpha, 0]} X(t + s) \, \mu(ds) \right) \, dt + f(X(t)) \, dW(t) \quad \text{for } t \geq 0, 
$$

with initial segment $\Phi$ as in (2.4), a Wiener process $W$ and a Lipschitz function $f : \mathbb{R} \to \mathbb{R}$. By a simple argument based on Girsanov’s Theorem we obtain the following result.

**Proposition 5.2.** If $f$ satisfies the ellipticity condition $\inf_{x \in \mathbb{R}} f(x) > 0$, then the solution segments $(X_t : t \geq 0)$ of (5.7) generate a Markov semigroup on $C([-\alpha, 0])$ that is strongly Feller after time $\alpha$.

**Proof.** First note that the continuous functions form a closed subspace of the Skorokhod space $D[-\alpha, 0]$ such that the formerly obtained results are in the Wiener-driven case also valid on
Recall that we have regularity at $C[-\alpha,0]$. Referring to Theorem 7.19 for diffusion-type processes in \cite{15}, we infer from the Lipschitz continuity of the coefficients and from the ellipticity of $f$ that the laws $Q_1$ and $Q_2$ of the solution processes of (5.7) on $C[0,T]$, $T > 0$ arbitrary, are equivalent for different delay measures $\mu_1$ and $\mu_2$. The corresponding Radon–Nikodym derivative is given by

$$\frac{dQ_2}{dQ_1}(X) = \exp \left( \int_0^T \left( \int_{[-\alpha,0]} X(t+s) (\mu_1 - \mu_2)(ds) \right) f(X(t))^{-2} dX(t) \right.$$

$$- \frac{1}{2} \int_0^T \left( \int_{[-\alpha,0]} X(t+s) (\mu_1 - \mu_2)(ds) \right)^2 f(X(t))^{-2} dt \right).$$

As in \cite[Thm. 2.1]{18} one can show that the validity of the strong Feller property at each time is invariant under the change of measure. According to that result we need to check that the semigroup is Feller and that

$$\lim_{n \to \infty} E \left| \frac{dQ_2}{dQ_1}(X^1(\cdot; \varphi^n)) - \frac{dQ_2}{dQ_1}(X^1(\cdot; \varphi)) \right| = 0$$

for initial segments $\varphi^n \to \varphi$ in $C[-\alpha,0]$ and for the corresponding solution process $X^1$ with the choice $\mu_1$. The Feller property has been established in Section 3.3. By Scheffè’s Lemma it suffices for the second condition to prove convergence in probability. This is accomplished by the continuity of the map $\varphi \mapsto X^1(\cdot, \varphi)$ from $C[-\alpha,0]$ to $L^2([0,T] \times \Omega)$ for any $T$, which follows from \cite[Thm. 3.1]{19}.

We have thus reduced the problem to proving the strong Feller property of the Markov semigroup generated by the solution segments $(\tilde{X}_t)_{t \geq 0}$ of

$$d\tilde{X}(t) = f(\tilde{X}(t)) dW(t) \quad \text{for } t \geq 0,$$

as special case of (5.7) with $\mu = 0$. It is well known that this diffusion equation generates a strongly Feller semigroup on $R$ under our assumptions on $f$, see e.g. \cite[Thm. 7.1.1]{8}. We claim that this property is inherited by the segment process. For this consider a bounded measurable functional $\Psi$ on $C[-\alpha,0]$ and remark that $\tilde{X}(\cdot; \varphi) = \tilde{X}(\cdot; \varphi(0))$ only depends on the initial value, not the whole segment. By the scalar Markov and weak uniqueness property we obtain for $t \geq \alpha$ and any initial segment $\varphi$ with obvious notation

$$E[\Psi(\tilde{X}_t(\varphi))] = E[E[\Psi(\tilde{X}_t(\varphi)) | \mathcal{F}_{t-\alpha}]] = E_{\omega}[E_{\omega}[\Psi(\tilde{X}_\alpha(\tilde{X}(t-\alpha; \varphi, \omega), \omega'))]].$$

Setting $H(\xi) := E[\Psi(\tilde{X}_\alpha(\xi))]$, $\xi \in R$, the scalar strong Feller property implies the continuity of

$$\eta \mapsto E[H(\tilde{X}(t-\alpha; \eta))] = E_{\omega}[E_{\omega}[\Psi(\tilde{X}_\alpha(\tilde{X}(t-\alpha; \eta, \omega), \omega'))]].$$

for $\eta \in R$. Since $\varphi^n \to \varphi$ in $C[-\alpha,0]$ yields $\varphi^n(0) \to \varphi(0)$, we thus infer the continuity of

$$\varphi \mapsto E_{\omega}[E_{\omega}[\Psi(\tilde{X}_\alpha(\tilde{X}(t-\alpha; \varphi, \omega)), \omega'))] = E[\Psi(\tilde{X}_t(\varphi))]|$$

on $C[-\alpha,0]$, which is the asserted strong Feller property at $t \geq \alpha$.

\textbf{Corollary 5.3.} The Markov semigroup $(P_t)_{t \geq 0}$ is regular after time $2\alpha$. Thus, any stationary solution of (5.7) is unique and strongly mixing.

\textbf{Proof.} Recall that we have regularity at $t_0$ if all transition probabilities $P(X_{t_0}(\varphi) \in \cdot)$ are equivalent for $\varphi \in C[-\alpha,0]$. By Doob’s Theorem \cite[Thm. 4.2.1]{8} this property yields the uniqueness and strong mixing result.
The regularity property at $t_0 > 2\alpha$ is implied by the strong Feller property at $\alpha$ together with the irreducibility at $t_0 - \alpha$ [8, Prop. 4.1.1], which means that all transition probabilities at time $t_0 - \alpha$ have support in the entire space. To prove the latter, we may again restrict to the case $\mu = 0$ and consider $\tilde{X}$ as in (5.8) due to the equivalence of the laws. As in [25, Cor. VIII.2.3] it follows from Girsanov’s Theorem that the support of the (regular) conditional law $\mathcal{L}(\tilde{X}_{t_0-\alpha} | \tilde{X}(t_0 - 2\alpha) = x)$ is given by $S_\xi := \{f \in C[-\alpha, 0] : f(-\alpha) = x\}$. Since the law of $\tilde{X}$ with the irreducibility at $t_0 - \alpha$, Cor. VIII.2.3], which means that all transition probabilities $0$ to any initial segment $\varphi$, we conclude by composition that $\mathcal{L}(X_{t_0-\alpha}(\varphi))$ has full support $C[-\alpha, 0]$ independent of $\varphi$, which yields the required irreducibility. \[ \square \]

The result is proved by a reduction to the non-delay case via a change-of-measure argument. Once uniqueness of the invariant measure of Eq. (5.8) has been established for certain Lévy-driven cases without delay, the same method of proof can be used to extend the result to corresponding delay equations via the general Girsanov Theorem [22].

5.3. Uniqueness in the compound Poisson case

Let us consider here the case of a Lévy triplet $(b, \sigma^2, \nu)$ with $\sigma = 0, b = 0$, and the total variation $\lambda := \|\nu\|_{TV}$ finite, that is $L$ is a compound Poisson process. If there is no delay in the drift, then we can reduce the question of uniqueness of the invariant law on the Skorokhod space $D[-\alpha, 0]$ to a property of the one-dimensional invariant law.

**Proposition 5.4.** Suppose $L$ is a compound Poisson process and consider for $a > 0$ a differential equation of the form
\[ dX(t) = -aX(t)\, dt + F(X(t-))\, dL(t) \quad \text{for } t \geq 0, \tag{5.9} \]
admitting a strong solution for any initial segment. If an invariant solution measure on $D[-\alpha, 0]$ exists and the one-dimensional marginal distributions of any two invariant measures are non-singular, then the invariant measure is unique.

**Proof.** Let $\rho_1$ and $\rho_2$ be two invariant measures. By coupling methods we can construct a filtered probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t), P)$ carrying the process $L$, and the $\mathcal{F}_0$-measurable random variables $Y, Z \in D[-\alpha, 0]$ with $P^Y = \rho_1, P^Z = \rho_2$ and $P(Y(0) = Z(0)) > 0$. Denote by $X^1$ and $X^2$ the corresponding strong solution processes with initial conditions $Y$ and $Z$, respectively.

Since with probability $e^{-\lambda \alpha} > 0$ the process $L$ does not jump on the interval $[0, \alpha]$, we have
\[
P(X^1_\alpha = X^2_\alpha, Y(0) = Z(0)) \geq P\left(\sum_{i \leq \alpha} |\Delta L(t)| = 0, Y(0) = Z(0)\right) \\
= P\left(\sum_{i \leq \alpha} |\Delta L(t)| = 0\right) P(Y(0) = Z(0)) > 0.
\]

Hence, introducing the set
\[
S := \{\varphi \mid \exists \omega \in \Omega : X^1_\alpha(\omega) = X^2_\alpha(\omega) = \varphi\} \subset D[-\alpha, 0],
\]
we find for any Borel set $B$ in $D[-\alpha, 0]$
\[
P(X^1_\alpha \in B \cap S) \geq P(\{\omega \mid X^2_\alpha(\omega) = X^1_\alpha(\omega), X^1_\alpha(\omega) \in B\}) \\
= P(\{\omega \mid X^2_\alpha(\omega) = X^1_\alpha(\omega), X^2_\alpha(\omega) \in B\}) \\
=: \tau_S(B)
\]
and equivalently \( P(X^2 \in B \cap S) \geq \tau_5(B) \). By invariance, we conclude
\[
\min \{ \rho_1(B \cap S), \rho_2(B \cap S) \} \geq \tau_5(B) \quad \text{for all } B \in \mathcal{B}[\alpha, 0]\]
with a non-negative measure \( \tau_5 \) satisfying \( \tau_5(S) > 0 \). Hence \( \rho_1 \) and \( \rho_2 \) are non-singular; for if \( \rho_1(A) = 0 \) and \( \rho_2(AC) = 0 \) for some Borel set \( A \), then
\[
\tau_5(S) = \tau_5(S \cap A) + \tau_5(S \cap AC) \leq \rho_1(S \cap A) + \rho_2(S \cap AC) = 0.
\]
As extremal points of the set of invariant measures are singular (see [8, Prop. 3.2.7]), uniqueness follows. \( \square \)

**Theorem 5.5.** Grant Assumption 4.1. Suppose \( L \) is a compound Poisson process and consider Eq. (5.9) with \( a > 0 \) and \( F(\varphi)(0) > 0 \) for all \( \varphi \in D[\alpha, \infty) \). Then there exists a unique invariant measure for (5.9).

**Proof.** If the jump measure \( \nu \) is zero, then the compound Poisson process vanishes and the only invariant measure is clearly the point measure in zero. Let us now first consider the case of possible positive jumps: \( \nu((0, \infty)) > 0 \). By Proposition 5.4 it suffices to show that any two invariant one-dimensional distributions are non-singular. We first show that they are absolutely continuous with respect to Lebesgue measure.

Let \( B \subseteq \mathbb{R} \) denote any Borel set. For the solution process \( X \) of (5.9) we find
\[
P(X(t) \in e^{-at} B) \geq P \left( \sum_{s \leq t} |\Delta L(s)| = 0, \ X(0)e^{-at} \in e^{-at} B \right)
= e^{-\lambda t} P(X(0) \in B).
\]
(5.10)
Now assuming that \( X \) is stationary with one-dimensional marginal law \( \rho_0 \), we obtain by Fubini’s Theorem for any Lebesgue null set \( B \) and \( T > 0 \)
\[
\int_0^T \rho_0(e^{-at} B) \, dt = \int_0^T \int_{\mathbb{R}} 1_{e^{-at} B}(x) \rho_0(dx) \, dt
= \int_{\mathbb{R} \setminus \{0\}} \int_x^{xe^{at}} \frac{d}{t} 1_B(t) \, dt \rho_0(dx) + \rho_0(\{0\}) 1_B(0)
= \rho_0(\{0\}) 1_B(0).
\]
By estimate (5.10), however, the left-hand side is bounded from below by \( \rho_0(B) \frac{1-e^{-\lambda T}}{\lambda} \). Hence, we infer \( \rho_0(B) = 0 \) for all Lebesgue null sets \( B \) with \( 0 \not\in B \). Since \( F \) is positive and \( \nu \neq 0 \), we can exclude a point mass in zero because the state \( \{0\} \) will be eventually left by the process \( P \)-a.s. and the probability of jumping back exactly to this state is zero. We conclude that \( \rho_0 \) is absolutely continuous with respect to the Lebesgue measure.

Let \( S \) denote the support of \( \rho_0 \). Since \( F \) is positive and bounded away from zero and \( L \) has positive jumps, there will occur with positive probability sufficiently many positive jumps of \( L \) in short time that the trajectory \( X \) will take arbitrarily high values. This means for the support \( S \) of the marginal invariant measure \( \rho_0 \) that \( \text{sup} S = +\infty \).

For a Borel set \( B \subseteq (0, \infty) \) we have
\[
\int_0^\infty e^{-at} \rho_0(e^{at} B) \, dt = \int_0^\infty \int_{(0, \infty)} e^{-at} 1_{e^{at} B}(x) \rho_0(dx) \, dt
= \int_{(0, \infty)} \int_0^x \frac{1}{ax} 1_B(s) \, ds \rho_0(dx).
\]
If $\rho_0(B) = 0$, then (5.10) with $B$ replaced by $e^{at}B$ yields that $\rho_0(e^{at}B) \leq e^{\lambda t}\rho_0(B) = 0$ for all $t > 0$, and we obtain that
\[
\int_{(0,x)} 1_B(s) \, ds = 0 \quad \text{for } \rho_0\text{-a.e. } x > 0.
\]
Since $\sup S = +\infty$, we infer that the Lebesgue measure of $B$ equals 0. Thus the Lebesgue measure of $(0, \infty)$ is absolutely continuous with respect to $\rho_0$.

If $\nu((−\infty, 0))$ is also positive, then the symmetric argument yields that the Lebesgue measure on $\mathbb{R}$ is equivalent to $\rho_0$. In any case, we know that two invariant measures are both equivalent to the appropriate Lebesgue measure and hence to each other. An application of Proposition 5.4 completes the proof. □

**Remark 5.6.** We have derived the regularity property that, unless the jump measure is zero, the one-dimensional marginals are absolutely continuous with respect to the Lebesgue measure.

In some cases one can easily derive the density of the invariant measure. For example, if we assume $L$ to have only positive jumps of size at least $J > 0$ and $F(\varphi)(0) \in [\sigma_0, \sigma_1]$ for all $\varphi \in D(−\alpha, \infty)$ and some $\sigma_0$, $\sigma_1 > 0$ then the density of the marginal of the invariant measure of (5.9) near zero is given by
\[
f(x) = C \frac{\lambda}{\alpha} x^{(\lambda−\alpha)/\alpha}, \quad x \in [0, J\sigma_0),
\]
with a suitable constant $C$.

### 5.4. Second-order uniqueness

A real-valued stochastic process $(X(t) : t \geq -\alpha)$ will be called **second-order stationary**, if $0 < E[X(t)]^2 < \infty$, the values $E[X(t)]$ are constant for all $t \geq -\alpha$, and the function $(s, t) \mapsto E[X(s)X(t)]$ depends only on the difference $s − t$. Obviously, any stationary solution of (2.4) with finite second moments is second-order stationary. If the Lévy process is a square-integrable martingale, we establish second-order uniqueness for Eq. (2.4) up to a constant factor, more precisely the expectation and the correlation function are uniquely determined and can be calculated analytically.

Note that the invariant measure exhibited in Section 4 will have finite second moments for its one-dimensional marginal whenever the Lévy process has finite second moments. This follows from the fact that the constructed tight sequence of segments $(X_t)$ will be uniformly bounded in $L^2_P(\Omega)$ by the variation of constants formula (3.1) and Lemma 3.4.

**Proposition 5.7.** Grant Assumption 4.1. Suppose the Lévy process is a square-integrable martingale with characteristics $(b, \sigma^2, \nu)$. Then any stationary solution $(X(t) : t \geq -\alpha)$ of (2.4) with finite second moments is a centered random process with auto-covariance function
\[
c(h) := E[X(0)X(h)] = \frac{\text{Var}[X(0)]}{\|r\|_{L^2(\mathbb{R}_+)}^2} \int_0^\infty r(s)r(s+h) \, ds, \quad h \geq 0.
\]

The spectral density is given by
\[
\xi \mapsto E[X(0)^2]\left(\|r\|_{L^2(\mathbb{R}_+)} \left| \chi_\mu(i\xi) \right| \right)^{-2}, \quad \xi \in \mathbb{R},
\]
where $\chi_\mu(z) := z - \int_{[-\alpha,0]} e^{zu} \mu(du)$ is the characteristic function of the deterministic equation (2.1).
Proof. By the variation of constants formula (3.1) and the martingale property of $L$ we have for $t \geq 0$

$$
\mathbb{E}X(t) = \mathbb{E}x(t, X_0) = r(t)\mathbb{E}[X(0)] + \int_{[-\alpha, 0]} \int_s^0 r(t + s - u)\mathbb{E}[X(u)] \, du \, \mu(ds).
$$

Due to $\lim_{t \to \infty} r(t) = 0$ and stationarity we conclude that $X$ is centered. Again using the variation of constants formula, we find for $h, t \geq 0$

$$
\begin{align*}
\mathbb{E}[X(t)X(t+h)] &= \mathbb{E} \left[ x(t+h, X_0) \int_0^t r(t-u)F(X)(u-) \, dL(u) \right] \\
& \quad + \mathbb{E} \left[ x(t, X_0) \int_0^{t+h} r(t+h-u)F(X)(u-) \, dL(u) \right] \\
& \quad + \mathbb{E} \left[ x(t, X_0) x(t+h, X_0) \right] + \mathbb{E} \left[ \int_0^t r(t-u)F(X)(u-) \, dL(u) \right] \\
& \quad \times \int_0^{t+h} r(t+h-u)F(X)(u-) \, dL(u).
\end{align*}
$$

As in Lemma 3.4 we obtain

$$
\begin{align*}
\mathbb{E} \left[ \int_0^t r(t-u)F(X)(u-) \, dL(u) \int_0^{t+h} r(t+h-u)F(X)(u-) \, dL(u) \right] \\
= \left( \sigma^2 + \int x^2 \nu(dx) \right) \int_0^t r(t-u)r(t+h-u) \mathbb{E}[F(X)(u-)]^2 \, du.
\end{align*}
$$

The variance is estimated as the expectation before:

$$
\begin{align*}
\text{Var}[x(t, X_0)] \\
\leq 2 \left( r(t)^2 \text{Var}[X(0)] + \left( \int_{[-\alpha, 0]} \int_s^0 |r(t+s-u)| \mathbb{E}[X(u)] \, du \, |\mu| \, (dx) \right)^2 \right),
\end{align*}
$$

which converges to 0 as $t \to \infty$. Applying the Cauchy–Schwarz inequality to the first three terms in the equation above results in

$$
\text{Cov}(X(0), X(h)) = \lim_{t \to \infty} \mathbb{E}[X(t)X(t+h)] \\
= \mathbb{E}[F(X)(0)]^2 \left( \sigma^2 + \int x^2 \nu(dx) \right) \int_0^\infty r(u)r(u+h) \, du.
$$

This yields the expression for the covariance function. The formula for the spectral density follows from the fact that $r$ is the inverse Fourier transform of $\chi_{\mu}(-i \cdot)^{-1}$, as obtained for affine stochastic delay differential equations driven by a Wiener process in [14].

Remark 5.8. It is seen from the proof that

$$
\text{Var}[X(0)] = \mathbb{E}[F(X)(0)]^2 \left( \sigma^2 + \int x^2 \nu(dx) \right) \|r\|^2_{L^2(R_+)}
$$

which gives some information about the size of the variance depending on bounds for the functional $F$. We shall see in the counterexample of Section 5.5 that this variance term need not be uniquely determined, at least for measurable functionals $F$. 

5.5. Non-uniqueness

In the Wiener-driven case we construct an elliptic diffusion functional $F$ which remains constant in time for certain initial segments, but with different values for different initial segments. By doing so, we can recover, for instance, Ornstein–Uhlenbeck processes with different diffusion coefficients as solutions. Suppose $F$ is of the form

$$F(\varphi)(t) := \sqrt{\max\left(1, \min\left(\frac{2}{\alpha} \langle \varphi \rangle_{t-\alpha/2}^t, \frac{2}{\alpha} \right) \right)} 1_{R_+}(t) \quad \text{for } t \geq -\alpha,$$

where $\langle \varphi \rangle_a^b$ denotes the quadratic variation of $\varphi \in D[-\alpha, \infty)$ on the interval $[a, b]$ which might be infinite. Then $F$ is bounded away from zero and infinity and is measurable (as a limit of measurable functionals), but obviously not continuous. Leaving our framework slightly, let us consider for a Wiener process $W$ the equation

$$dX(t) = -X(t) \, dt + F(X)(t-) \, dW(t) \quad \text{for } t \geq 0,$$

$$X(u) = \Phi(u) \quad \text{for } u \in [-\alpha, 0].$$

(5.11)

Due to the positive minimal delay $\alpha/2$ there exists a strong unique solution to this equation for any $F_0$-measurable initial segment by the method of steps, cf. Mao [16]. On the other hand, there exists for every $\sigma \in [1, 2]$ a stationary Ornstein–Uhlenbeck process $X^\sigma$ which solves the equation (we suppose that $W$ is a two-sided Wiener process)

$$dX^\sigma(t) = -X^\sigma(t) \, dt + \sigma \, dW(t) \quad \text{for } t \in \mathbb{R}.$$ 

Then choosing $\Phi^\sigma = X^\sigma_0$, we obtain that each $X^\sigma$ is also a stationary solution of (5.11). This is due to the fact that $\langle X^\sigma \rangle_{t-\alpha/2}^t = \frac{\sigma^2}{2} \alpha^2$ and thus $F(X^\sigma)(t) = \sigma$ hold for all $t \geq 0$ and $\sigma \in [1, 2]$.

This example shows that some kind of regularity of $F$ has to be imposed to guarantee uniqueness, but we do not know whether for functionals $F$ with large, but finite Lipschitz constants uniqueness already breaks down. It is interesting to note that a similar dichotomy has been described by Mohammed and Scheutzow [20] for the long time behaviour depending on the diffusion functional.
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